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ANALYTICAL COMPUTATION OF TWO INTEGRALS,
APPEARING IN THE THEORY OF ELLIPTICAL ACCRETION
DISCS. I. SOLVING OF THE AUXILIARY INTEGRALS,
EMERGING DURING THEIR DERIVATIONS

Dimitar Dimitrov
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Abstract

The present work is a part of an extended analytical investigation of the dynamical
equation, determining the spatial structure of the stationary elliptical accretion discs,
according to the model of Lyubarskij et al. [1]. In the mathematical description of the
problem are used as parameters the eccentricity e(u) of the particle orbits, and its
derivative é(u) = de(u)/du ,where u =In(p), and p is the focal parameter of the considered
orbit. During the process of simplification of that equation, there arises

2
the necessity of analytical evaluations of integrals of the following types: Ai(e, é) = J(a +
+ecosp) ~'dg, 0

(i=1,...5), (e, é) = i?l + ecosp) '[1 + (e — é)cosp] ¥ dgp and Hi(e, ¢) Ej(ll + ecosp) K x

x[1 + (e — é)cosp] ~'dp, (k = 1,...,4). In these formulas ¢ is the azimuthal angle, over
which the averaging is taken. The approach in solving of the task is, in fact, recursive. At
first, we evaluate the integrals with the smallest i and k (i.e., i and k equal to unity). After
then, we go to the next steps, gradually increasing the integer powers i or k, until achieving
the designated values 5 or 4, correspondingly. A special attention is devoted to these values
of e(u) and é(u) (and their difference e(u) - é(u) ), which, eventually, may cause
divergences in the intermediate or the final expressions. It is shown that although such
troubles arise, they can be overcome by means of a direct substitution of the “peculiar”
values of e(u) and/or é(u) into the integrals, and after then performing the calculations.
Even if the denominators in the final results appear factors equal to zero (due to the
nullifications of e(u), é(u) or e(u) — é(u) ), the expressions are not divergent , as we have
proved, using the L’Hospital’s rule for resolving of indeterminacies of the type 0/0. All the
analytical estimations of the above written integrals are performed under the restrictions



le(u)] < 1, [é(u)] <1 and |e(u) — é(u)| < 1. They are imposed by the physical reasons, in view
of the application of these solutions into the adopted theory of the elliptical accretion discs.

1. Introduction

We have considered some simplifications of the dynamical equation,
governing the structure of the elliptical accretion discs in the model of
Lyubarskij et al. [1]. The results are already published in a series of papers
([2], [3] and [4]; see also the references therein). In the course of this work,
we have introduced seven integrals, which are functions of the eccentricities
e(u) of the particle orbits in the accretion disc, their derivatives
é(u) = de(u)/du and the power n into the viscosity law # = # X". Further we
explain the use of the introduced notations. Here u is defined to be the
logarithm of the focal parameter p of the corresponding ellipse, representing
the considered particle orbit: u = In(p). We remind that in the considered
model of Lyubarskij et al. [1], all elliptical trajectories in the accretion flow
are such, that the major axes of the ellipses lie on the same line (assumed to
be the abscissa on which lie the periastrons and apoastrons of the all
trajectories). This simplification (introduced “by hands”) allows to derive a
dynamical equation for the particles of the disc, which is a second order
ordinary differential equation [1]. Such a situation is more favorable, if we
try to apply an analytical approach for solving of this problem. The picture
of the dynamics of the elliptical accretion discs becomes much more
complicated in the opposite (more general) case, when the ellipses of the
orbits have apse lines, which are not necessarily in line with each other.
Then the dynamics of the disc is described by partial differential equations,
as it has been shown in the investigation of Ogilvie [5]. Our working out of
the model of Lyubarskij et al. [1] is stimulated in the first place namely by
the above mentioned simplifying circumstance, allowing more favorable
possibilities to solve the problem by purely analytical methods. Though the
considered case may have less usefulness with respect to the really observed
discs. That is to say, elliptical discs with orbits sharing a common longitude
of the periastron are rare situations among the objects of the kind eccentric
accretion discs. It is worth to note that while the orbital eccentricity e(u) and
its derivative ¢é(u) = de(u)/du are functions of the focal parameter
p (u=In(p)), the power n does not depend on u. This means that n is a fixed
constant through the whole disc, while the elongation of the particle orbits
may vary for the different parts of the disc. In particular, for the outer parts



the periastron of the elliptical orbits may have positive (negative) values of
the abscissa, but at the same time in the inner parts of the accretion disc,
such values may take negative (positive) meanings, respectively. As it has
been written above, the accepted in [1] viscosity law is # = # X" (where f is
a constant). The viscosity parameter » will depend on the spatial coordinates
r and ¢ (where r is the length of the radius-vector, measured from the center
of the compact object, accreting the matter; ¢ is the azimuthal angle) only
through the surface density of the disc 2 = 2(r, ¢).

During the process of simplification of the dynamical equation of the
elliptical accretion discs (derived by Lyubarskij et al. [1], we have
introduced seven auxiliary integrals, which appear because of the azimuthal-
angle averaging of the task. These integrals are functions of e(u), ¢(u) and n,
and are defined in the following manner ([2], [3] and [4]):

2n
(1) lo.(e,é,n) = (1 + ecosp) "~3[1 + (e — é)cosp] "V dp
0
2n
(2) lo:(e,é,n) = (I)(l +ecosp)""’[1 + (e - é)cosp] "2 dy,
2n i
(3) li(e,e,n) = [(cosp)'(1 + ecosp) "~[1 + (e — é)cosp] " Vdp; j=0,1,2,3, 4.
0

We remind here, that we consider a particular case of the elliptical
accretion discs, developed by Lyubarskij et al. [1]: namely, stationary flows.
Moreover, there are some additional limitations, imposed for every elliptical
orbit in the disc, on the eccentricity e(u) and its derivative é(u) = de(u)/du.
These are the inequalities: |e(u)| < 1, |é(u)| < 1 and |e(u) — é(u)| < 1, valid for
every value u = In(p) in the disc. Mathematically viewed, these conditions
ensure that the integrals (1) — (3) are well behaving, because the
denominators are always strongly positive and, correspondingly, do not
cause singularities. From a physical point of view, possible nullifications of
the denominators in the definitions (1) — (3) might be connected with the
emerging of shock waves in the disc, leading, in own turn, to spiral density
waves [1]. Such phenomena a priori are not considered by this model. The
discussed circumstance is clearly reflected in the expressions for the
denominators of the metric tensor and the related quantities (see the
Appendices in paper [1]).

In the above cited earlier investigations [2], [3] and [4], we have
interested in the establishing of the linear relations between the integrals (1)
— (3), in order to eliminate them from the dynamical equation of the



accretion flow. This is in a correspondence with our approach to simplify
analytically the equation and, eventually, to reveal its mathematical
structure and physical implications by purely analytical manners. And only
after that to apply, if it is unavoidable, the numerical computations. Leaving
aside the integral I3(e,é,n), we have shown that four of the other integrals
(1) = (3) may be expressed through linear combinations of the integrals
lo-(e,é,n) and lo+(e,é,n). So that, to proceed further, we need to investigate
whether the last two integrals are linearly independent functions with
respect to the variables e(u) and ¢(u), or not. We remark here that the power
n in the viscosity law = g 2" is a fixed quantity throughout the entire
elliptical accretion disc. When we state that n is a parameter, entering as an
independent variable in the list of arguments of the integrals (1) — (3), etc.,
we subtend that we, in fact, consider a family of an infinite number of discs.
Every with own fixed value of the power n. Saying that n varies, we bear in
mind that such a variation of n is not over the spatial coordinates in the disc,
but from one model to other model (with different n); i.e., n does not depend
on u = In(p). This situation, of course, simplifies the differentiation with
respect to e(u) or é(u) of variety kinds of expressions, like (1 + ecosp)",
[1 + (e — é)cosp]", etc. But there are some cases, when we need of the
derivatives with respect to n. Then, according to the well known
differentiating rule from the analysis d(a*)/dx = a" In(a) (where a does not
depend on x), as we shall see later, in the integrands of the
considered integrals will appear factors of the type In(1+ ecosp) and

In[1 + (e — é)cosp]. This complicates the analytical computation of the
integrals, because we did not successfully find any expressions about them
in the accessible for us mathematical reference books, manuals, guides and
handbooks. The reason for differentiating with respect to the power n is the
following. During the process of  verification of linear
dependence/independence of the integrals lo.(e,e,n) and lo.(e,é,n), there
appear terms containing into their denominators factors like (n — 1), (n — 2),
etc., which implies suspicions of divergences, if we try to use the final
results for some integer values of n. Of course, we are able to perform the
evaluation of the considered expressions in a separate manner for these
“peculiar” integer values of n and obtain nonsingular results for this special
cases. Such a possibility is guaranteed by the form of the initial expressions
(namely, the integrals of the type (1) — (3) and the other integrals,
originating from them), which we try to evaluate analytically. They are
obviously not singular for these “problematic” integer values of n. But from



physical reasons, there is not motivation to assume the existence of such
“special” selection of some integer n, and we expect that the pointed out
property to be reflected into the mathematical formulas. More strictly
speaking, we suspect that the divergences, appearing because of the
nullification of the denominators for some integer n, may be overcome by
means of the L’Hospital’s rule for resolving of indeterminacies of the type
0/0. Such an additional checking of the results for the above mentioned
“problematic” integer values of the power n has two reasons: (i) the
transition through these integer values of n is continuos. That is to say, the
direct computation of the analytically evaluated integrals gives the same
results as in the case, when the limit transition to the “problematic” integer n
is used into the “singular” formulas. If the L"Hospital’s rule may be applied,
of course! There are two L’Hospital’s rules: one helps us to evaluate
indeterminacies of the type 0/0 and the other — for the type «/c. In the our
further exposition we shall use only the first theorem of L’Hospital. For this
reason, let us formulate (in order to make things clear) the first variant of
these rules. The proof of these statements can be found in many textbooks
on differential calculus, and we shall not cite them in our references.
Because the variables, which describe the accretion disc model, are real
numbers, the formulation of the first L’Hospital’s rule will be restricted to
this case. Let we have a point X, (in our application, this may be a concrete
value of e(u), é(u), e(u) — é(u) or n). Let be fulfilled the following
conditions: (i) functions f(x) and g(x) are defined and continuous in some
interval around X,; (ii) both these functions approach zero, when x
approaches X,:

lim f(x) = lim g(x) = 0; (iii) the derivatives f '(x) = df(x)/dx and g'(x) =

X=X X—X

= dg(x)/dx in that interval (except, may be, at the point x,) exist; (iv) these
derivatives do not simultaneously vanish for x # x,; (v) there also exists the
limit

lim [f'(x)/g'(X)].

X — Xo

Then, under these circumstances, the first L’Hospital’s rule states that

lim [f (xX)/g(x)] = lim [f '(x)/g'(x)]. In what follows, when arise the need

X — Xo X — Xo

of application of the L’Hospital’s rule, the points (i) — (v) must be checked
for their validity. If some of them are not obvious, we shall give a detailed
proof of the correctness of these conditions. It may occur, that the rule has to



be applied several times successively, in order to be achieved the reasonable
final result.

The establishing of the linear dependence/independence of the integrals
lo-(e,é,n) and lo+(e,é,n) follows the standard way — computing the Wronski
determinant and evaluation of the domains in the space of variables, where
it is equal (or not equal) to zero. In the course of this procedure, which we
intend to perform in a purely analytical manner, without using numerical
methods, we arrive to the problem of the analytical solving of two integrals.
Like the definitions (1) — (3), they are also functions of e(u), ¢(u) and the
power n:

2n
(4) lo-4+1(8,6,0) = g(l +ecosp) "~ “[1 + (e — é)cosp] """V dg ,

2n
©) lo-2.+3(e.6n) = {)(1 +ecosp) " ’[L + (e - ¢)cosp] """ dy .

The appearance of such expressions is a consequence of the
differentiation of ly.(e,é,n) and lo.(e,é,n), in order to write the Wronski
determinant. In turn, the computation of the integrals (4) and (5) requires a
preliminary analytical evaluation of some auxiliary integrals, also functions
of e(u), é(u) and n. We divide them into two groups, whether their
integrands include (or not include) as factors the logarithms
In(1 + ecose) and In[1 + (e — é)cosg].

2. Analytical computation of the auxiliary integrals, which do not
contain logarithmic functions
2n

2.1. Evaluation of integrals of the type A(e.é) =[[1 + (e — é)cosp] ' dp
0

In the present subsection we calculate integrals with integrands
which are negative integer powers of the expression [1 + (e — é€)cosgp]. As
already mentioned above, we investigate the model of elliptical accretion
discs of Lyubarskij et al. [1] under three restrictions, imposed a priori on the
eccentricity e = e(u), its derivative é(u) = de(u)/du and the difference
e(u) — é(u).They must be fulfilled for all parts of the accretion flow, i.e., for
all u = In(p). Particularly, | e(u) — é(u)] < 1, which ensure that
[1 + (e — é)cosp] never vanishes for all values of the azimuthal angle
¢ (0 < ¢ < 27). With this remark, we are able to evaluate, without any
complications, the integrals Ai(e,é), defined through the relation:

10



2n i
(6) Ai(e,é) Edf[l + (e - é)cosp] ' de, i-non-negative integer.

Actually, we shall need of analytical expressions for Ai(e,é), wheni= 1, 2,
3, 4 and 5. Note that these functions do not depend on the power n!
According to formulas 858.525 and 858.535 from the tables of Dwight [6],
we are able immediately to give the analytical expressions for A;(e,é) and
As(e,é), respectively:

(7 As(e,6) zzﬁl +(e—é)cosp] tdp =27 [1-(e-e)] Y2,

8) As(e.é) Ezﬁl + (e —é)cosp] 2dp =2z [1-(e—¢)] ¥2.

Further we observe that for a fixed value n = 3, the integral lo.(e,é,n=
= 3) coincides with the function A4(e,é) (see the definition (1) for 1o.(e,é,n)):
9) Aue,é) Ez{)fl + (e —¢é)cosp] *dp = lo.(e,é,n =3) =

=a[2+3( - [1-(e—-¢) "2.

The later equality in the above relation follows from formula (6h)
from paper [7], where we have already given the analytical solutions of the
integrals (1) — (3) for integer values of the powern (n=-1,0, 1, 2, 3). The
evaluation of the auxiliary integral As(e,é) requires some additional efforts:

10)  Aged) Ezgfl + (e - é)cosp]* do =zﬁ[1 + (e - &)cosg] — (€ — €)cosg}x
x[1 + (e — ¢)cosp] > dg :zﬁl + (e — é)cosp] "2 dp —
“(e- éigzosw[l +(e=d)cosg] *dp =27 [1— (e )] ¥2—

—(e- éiﬁ;ow[l + (e - é)cosp] 3 dp,

where we have used the mentioned above result (8). To evaluate further the
right-hand side of the equality (10), we integrate by parts:

(11)  Ased)=2x[l-(e-¢)] ¥2-(e- e‘)ZIEl + (e — é)cosp] 2 d(sing) =
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=2n[L- (e~ Y17 + 3(e - (1 - coSP)[L + (e~ cosg] * dp =

= 2x[l—(e— )] ¥2+3(e - e’)gﬁl +(e—¢)cosp] " dg +

+ 3[{11 - (e - 'cos’p] - 11 + (e~ cosy]* dp = 2 [1 - e~ 7127+
+3(e P Aded) + 3[1 - (e - )cospllL + (e - )cos]  dp -

- 31[1 + (o= ¢)cosp] *dp = 27 [1— (e — )]+ 3(e — 6/Au(e.6) + 3As(e,6) —

2n
-3(e- é)(f)COS(p[l + (e — €)cosp] 3 dp — 3A4(e,6) .
Consequently, we have about the unknown function As(e,é) that:

(12) - 2Aq(e,é) = 2x[1— (e — &) %2+ 3[(e - €)*— 1]Au(e,é) —

2m
-3(e- e')gcos(p[l + (e —é)cosp] *dg .

We can again use the equality (10), but now to write it into a form more
appropriate for comparison with (12):

(13) —2As(e8)=—4r[l-(e—-¢)] ¥%+2(- é)?éow[l + (e - é)cosp] 3 dp .

Equating of the right-hand-sides of (12) and (13) enables us to
compute the unknown integral. Strictly speaking, this is the integral
I1(e,e,n = 2) (see the definition (3) for j=1and n = 2):

(14) 5(- é)igOS(p[l + (e —é)cosp] 2 dp =5(e - é)ly(e,e,n=2) =

=6 [1-(e-e)] ¥2-3[1-(e-¢)’]Aq(e,0) .

Dividing this result by ( - 5) and replacing it into the right side of the
relation (10), we obtain the expression for the unknown function As(e,é):

(15) A3(e,é) =2 [1 _ (e _ e)z] =32 _ (677,'/5)[1 _ (e _ e)z;l -3/2 +
+ (3z/B)[1-(e— e)z][z +3(e- e)z][l —(e- e-)Z] 2772 ’
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where we have applied the already computed expression (9) for As(e,é).
Finally:

(16) As(e,é) Ez(j:[Il + (e — é)cosp] -3 dp = (4x/5)[1 - (e - é)z] -32
+ (3a/5)[2 + 3(e - &)[1 - (e - ¢)°]¥?= (x/5)[10 + 5(e — ¢)][1 - (e - ¢)"] V2=
=2+ (e-e)’J[1-(e-¢)1 2.

Of course, we are able to use the equation (14) for obtaining the
analytical solution of the integral I;(e,e,n = 2):

(A7) IL(een=2) zi{gow[l + (e — ¢)cosp] 3 dg = [5(e — ¢)] ~{6a[1l - (e —¢)?] ¥?-

~3a[l-(e-¢)’J[2+3(-e)[l-(e-¢)] "?*=-3n(e-¢)[1-(e-¢)] ¥

This is already derived expression (paper [7], formula (5b)). We
rewrite it only to underline the consistency of our computation with the
earlier evaluations. Let us now set about the analytical computation of the
integral As(e,é). We shall proceed in the following manner: we begin with a
transformation of the already evaluated integral A4(e,¢), which leads to an
integration by parts. The later operation will require differentiation with
respect to ¢ (¢ is the azimuthal angle, which in our case is the integration
variable) of the quantity [1 + (e — ¢)cosp] ~ *. As a consequence, in the
integrand of the one of the terms appears the factor [1 + (e — é)cosp] ~ >,
generating, as the final result, the integral As(e,é), which we are seeking for.

(18)  Aded) =1+ (e~ icoss]* dp =[[1 + (e~ oospl[1 + (e~ oose] o -
(e~ &)L + (e~ cosg)* d(sing) =I[1 + (¢ - cose] ~ dp -
(e HsinglL + (e~ )cose] | "~ 4(e ~&) FinfylL + (e - )cosy] g} =
= Ased) + 4e - J(1 - cosg)[1 + (e - )cose] * dp = Ac(e.d) +

T é)zzﬁl + (e = 6)cosp] ~° dg + 41%[1 _ (e - 6%c05%0] — 1}[1 + (e — é)cosp] ~* dp =

= Age,é) + 4(e - €)*As(e.é) + 4?])61 — (e - é)cosp][1 + (e — é)cosg][1 + (e — é)cosp] ~° dg —
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- zfjjl + (e — €)cosp] ~° dp = Ag(e,é) — 4[1 - (e - €)*]As(e,¢) + 4A4(e,¢) —

- 437{[[1 + (e — €)cosp] —1}[1 + (e — &)cosp] ~* dp = Ag(e,e) + 4Aq(e,é) -

— 41 - (e — &)*]As(e,¢) — 4As(e,6) + 4A4(e,6) =
=—3As(e,6) + 8A4(e,6) — 4[1 — (e - €)*]As(eé) .

The above result enables us to express As(e,¢) by means of Asz(e,é)
and A4(e,é), and applying the relations (15) and (9), respectively, to write
the final form for this integral:

(19)  Asee) ziffl + (e — ¢)cosp] ~° dp = {4[1 - (e - &)1} '[- 3As(e.é) + TA(e.6)] =

={AlL-(-e) Iy {-32+(e- &) I[1-(e-€)] 7%+

+7af2+3(e - - (e-é)°1 " =A)1-(e-¢)*] VY8 +24(e—e)* +
+3(e-¢)1=

= (7r/4)(§ + 24e” +3e* — 48eé — 12e% + 24¢% + 18e%¢? — 12e¢® + 36%)[1 - (e — ¢)°] "Y'

With a view to a further use, we also write the expressions for the
integrals Ai(e,é), (i = 1,..., 5), when é(u) = 0. Geometrically, this situation
corresponds to the case, when all particles have orbits with some (constant)
eccentricity throughout the considered accretion disc. According to the
formulas (7), (8), (16), (9) and (19), we have, respectively:

2n

(20)  Aue,0)=](1 +ecosp) tdp=2r(1-e>)"Y?,
0
2n

(21)  Ay(e,0)=]J(1 +ecosp) 2dp =27 (1-€%) %2,
0

2m

(22) A3(e,0) = .[(1 + eCOSgo) -3 d(g = 71'(2 + ez)(l _ eZ)—S/Z ,
0

2n

(23)  A4e,0)= (1 +ecosp) *dp = (2 +3e})(1-e?) "2,
0

2n

(24)  As(e,0) Eg(l + ecosp) ~° do = (n/4)(8 + 24e? +3e”)(1 —e?) "2
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2.2. Evaluation of integrals of the type
Ji(e.é) Ezfozl + ecosp) '[1 + (e — é)cosp] ~' de

The noteworthy for these integrals, which are also functions only of
the variables e(u) and é(u), is that their denominators are products of the
multipliers (1 + ecosp) and [1 + (e — é)cosp]. The first of them always
presents in the denominator in power one, while the later is risen to a power
I. We shall be interested in values of i equal to 1, 2, 3 and 4.

(25)  Ji(e¢) zj& +ecosp) “[1 + (e — é)cosp] ~idy =2ﬁ(1 + 8C0Sp) — eCosp] X
x (1 + ecosp) "[1 + (e - é)cosp] ~*dp :zgi(l + (e — é)cosp] ~'dg —

—[el(e - e')]chﬁ[l + (e — é)cosp)] — 1}(1 + ecosp) ~*[1 + (e — é)cosg] ~'de =

= 27[1— (e ¢)’] Y2 [el(e - é)]zgzl + ecosp) dp +

+ [el(e - e')]zgil +ecosp) "[1 + (e — é)cosp] ~tdp =
=27[1 - (e —¢)%] Y2 - 2ael(e — &)](1 - €®) "V 2 + [el(e — €)]I1(e,é).

Here we have used formula 858.525 from Dwight [6], which, in turn,
implies the relations (7) and (20), applied above. Consequently, equation
(25) gives that:

(26)  {1-T[elle-}di(ee) =[-¢l(e-¢)]di(ee) =
=27[1 - (e —¢)%] Y% - 2xfel(e — &)](1 - €?) ~V2.

After multiplication by [- (e — é)/¢], we obtain the following result
for the integral J;(e,é):

@7)  diee) EZIE[l +ecosp) "1 + (e - é)cosp] "t dg =
= alé){e(l—e) Y2 (e- &)l - (e - &)7 V2.

Two circumstances must be pointed out, concerning the validity of
this formula:

15



(1)We have supposed that (e — ¢) # 0. If it is not the case, then from the
definition (25) it follows that Ji(e,é = €) = A1(e,0) = 2z(1 — €2 =¥ 2 (see the
solution (20)). But for e(u) = é(u), equation (27) gives the same result, i.e., it
is valid also for the case e(u) — ¢(u) = 0, and the limitation e(u) — é(u) #0
makes no sense.

(ii) In the relation (27) é(u) must not be equal to zero. Of course, if we
directly set into the definition (25) é(u) = 0, we easily find that:

(28)  Ji(e,e=0) Ezﬁl +ecosp) ~2dp = Ay(e,0) = 2z (1 —e?)~¥?,

From the other hand, we have the availability to apply in (27) the
L’Hospital’s rule, in order to evaluate the right-hand-side of this expression,
when é(u) approaches zero. In particular, it is fulfilled the condition:

(29) lim{e(1-e)"Y2—(e-9)[1-(e-¢)’] Y% =0.
é(u) —0

Further, computation of the derivative with respect to ¢ of the
difference into the curly brackets gives (after taking the limit ¢ — 0):

(30) limaloe{e(1—e?) " Y2—(e-e)[1-(e-¢)] V%=
(u) -0
Sl [~ (e~ Y] 7+ (e [~ (e~ Y] 7 = (1) 2
e'(u) —0

Consequently, the above result (30) implies that the L’Hospital’s
rule, when applied to (27), leads to the same result (28), derived by a direct
substitution ¢(u) = 0 into the original formula for the integral Ji(e,é). In that
sense, we shall use the expression (27) without checking whether é(u) # 0
or not, having in mind that the L’Hospital’s rule ensures a continuous
transition through the point ¢(u) = 0.

(31)  Ju(eé) 51& +ecosg) "'[1 + (e — é)cosp] ~? dg :Z(I:[[(l + €C0Sp) — ecosp]x
x(1 + ecosp) "Y[1 + (e — é)cosp] "% dp :1f1 + (e — é)cosp] ~2 dg —

—[el(e - e')]z{:i[l + (e — €)cosp)] — 1}(1 + ecosp) '[1 + (e - é)cosp] 2 dyp =
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=27[1-(e-¢)*] %2 [el(e - e')ﬁo(nl +ecosp) “[1 + (e — é)cosp] L dg +

+[el(e - e’)]ifl + ecosp) [ + (e - &)cosg] 2 dp =
= 221 = (e = 6] ¥ = [el(e — &)]Jx(e.6) + [e/(e — &)]Jx(e.6).

Here we again have used formula 858.535 from Dwight [6] (see also
the expression (8) for Ax(e,¢) above) and the definition (25) for the integral
(25). The equation (31) enables us to write an explicit form for J,(e,é):

(32)  —[él(e - é)]Ia(e.) = 2a[1 - (e — &)°] ¥ - [el(e - ¢)]31(e.€),
or, after dividing by [- é/(e — ¢)] (under the condition ¢é(u) # 0), we obtain:
(33)  Jaee) =-2r[(e-e)el [1-(e—e)] Y%+ (ele)ds(e.e).

We are in a position to apply the result (27) for the integral Ji(e,é),
having in mind the two remarks, which we have already done about the
cases e(u) —é(u) =0 and é(u) = 0:

(34)  Jy(e ) 52{)"(1 +ecosp) "[1 + (e — é)cosp] 2 dp = -2z [(e—¢é)le] [1 - (e - ¢)?] ¥ %=

—2re(e-eé)leé] [1 - (e—¢)?1 Y2+ 2z(e¥e®)(1 - D)~ YV2 =
=-2n(e-¢)¢ [1-(e—¢)] ¥ e-e’+ e+ 2e% - eé’) + 2n(e”)(1 - ) V7.

Like the case, considering the integral J;(e,é), we again strike with
the problem of the applicability of the expression (34) in the general
situation. Namely, when e(u) — é(u) = 0 and /or é(u) = 0.

(i) If the supposition e(u) — é(u) # 0 is not valid, then from the definition
(31) for the integral J,(e,é) it directly follows that J,(e,ée =€) = Ai(e,0) = 2«
(1 - e~ Y2 (see (20)). It is evident that for e(u) = é(u), the expression (34)
gives the same result. Although, during the derivation of (34), it was
supposed that e(u) — é(u) # 0, in the final result about J,(e,é) this limitation
is not leading to any singular effects.

(if) Also, in the relation (34) é(u) must not vanish. To avoid this
constraint, we may directly set ¢(u) = 0 in the definition (31). The integral is
not singular and is already evaluated. Concretely:

(35)  Jy(e,é=0) zzﬁl +ecosp) ~° dp = Ag(e,0) = 7(2 + e3)(1 - e?) %2,
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We, of course, are able to ask whether the limit transition ¢(u) — 0 in
the formula (34) will make sense, giving the above result (35). The
supposition can be checked by applying two times of the L’Hospital’s
rule/theorem. To do the proof in a more compact manner, let us rewrite the
final result (34) into the following form:

(36)  Jy(e.é) = 2w %(1 - ed) " Y?B(e,é),
where the function B(e,é), according to (34), is defined as:

@7)  Beg)=[1-(e- e)]—3/2{e[1 (e—¢)]¥2+ (—e?+e*—3e% + ¢ +
+3e%? —ee’)(1 - &)Y %}

It is easily seen that B(e,e = 0) = 0. The other conditions, needed for
the applicability of the L Hospital’s rule with respect to the relations (34)
and (36), when ¢(u) — 0, are obviously fulfilled. The first partial derivative
of B(e,¢) with respect to the variable é(u) is:

(38) B(ed)oe=(1-e)V[1-(e—¢)°] ¥%(2+e*-2e+¢) =
=(1-e)V[1-(e-¢) V%2 +(e-9)].

Obviously, the partial derivative 0B(e,é)/oé vanishes for é(u) = 0. We
again see that the partial derivative with respect to ¢(u) of the denominator
in (36) is 2¢(1 — %) and also vanishes for é(u) = 0. Nevertheless, the last
circumstance does not cause troubles, when the transition ¢(u) — 0 is
performed. The availability of the factor é(u) both in the dominator and the
denominator enables us to cancel out it, and the expression becomes free
from the singularity at é(u) = 0. In such a way, the needed condition (v) in
the formulation of the L’Hospital’s theorem (given in chapter 2.1. above) is
successfully fulfilled, and the transition é¢(u) — O does not generate a
singularity. Therefore:

(39)  Ji(e.e =0) = lim{2x[0B(e,¢)/oe)/o[¢X(1 - %) Y ?)/oe} =
(u) —0
= lim [27(1 N ) Y262 + €2 - 2e¢ + N{[2¢[ 1 - (e - ¢)1¥ (L - )V} =
é(u)—0
= 71_(2 + eZ)(l _ e2) -5/ 2.

This result is the same as the relation (35), where is used a direct
method for computation of the case é(u) = 0, without the application of any
continuum transitions to this special point é¢(u) = 0. Consequently, we are
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able to use the formula (34) also for values ¢(u) = 0, keeping in mind that
the singularity may be overcome by means of the L’Hospital’s rule.

(@0) )= (1 + ecosy) 1+ (e - e)cosy] > dp = [(1 + ecosy) - ecosplx
(L + ecos) 1L+ (¢~ cose]  do = J{L + (e~ oose] ~ do -
— fel(e ~ {TL + (e - )cosy] - 1H(1 + ecosy) {1 + (e - e)cose] o =
= Ae.d) - [elle - AL + ecosy) 11 + (e - )cose] o +

+ [el(e — é)]IZl +ecosp) “[1 + (e — é)cosp] 2 dp =
= Az(e,é) — [el(e — €)]d(e.e) + [el(e — €)]Is(e,é).

Transferring the unknown function Js(e,é) into the left-hand-side, we
obtain:

(1) [L-el(e-&)]Is(e,é) = [l — &)13x(e,6) = Ag(e.é) - [el(e - €)]1Ja(e.6).

During the present derivation, we are supposing that both ¢(u) # 0
and e(u) — eé(u) # 0. In agreement with this suggestion, we rewrite the above
relation as:

(42)  Js(e.6) = - [(e - &)/e]Ag(e.é) +(elé)Iy(e.é) = — m(e - E)[2 + (e - ¢)’]e
X[1-(e—¢)?] Y- 2re(e —é)(e — % + 2e% —ec?)e [1— (e — )] ¥ %+
+2me% (1 -¢?) V2=
=—m(e—¢)é[1- (e —€)?] ¥?4(2e® — 4e* + 2e° + 2ee + 6% — 8e% + 26% + €%6° +
+12e%6® — deé® — 8e%% + ¢* + 2e%6%) + 27’63 (1 - )" YV2

We again strike with the problem concerning the validity of the
expression (42). If we set into the definition (40) e(u) = ¢e(u) (i.e., e(u) —
— é(u) = 0), the direct computation of the integral Js(e,é = €) leads to the
following simple result (taking into account the equality (20)):

(43)  Ji(eé=e) 52{([1 +ecosp) "t dp = Ai(e,0) =27 (1-¢e%) Y2,
The same answer gives equation (42), if the equality e(u) — é(u) =0

is set into it. Therefore, the established analytical evaluation (42) for the
integral Js(e,é) may be used also in the case when e(u) — é(u) = 0. This
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reasoning remains valid even if e(u) = ¢(u) = 0, under the condition that
e®(u) and ¢*(u) are preliminary cancelled out inthe lastterm 2ze® ~3(1 -
— 6%~ Y2 of the expression (42). Then the result is trivial: J3(0,0) = 2z. Like
the previous two cases about the integrals Ji(e,é) and J,(e,é), the special
case ¢(u) = 0 can be resolved by means of a direct substitution of this
constraint into the definition of the integral Js(e,é = 0):

(44)  Jy(ec=0) Ezﬁl +ec0osp) ~* dp = Aq(e,0) = 7 (2 + 369)(1 - €%) 2.

Here we have applied the evaluation (23) of the function A4(e,0). It
may be checked, that in the limit ¢(u) — 0, the expression (42) gives a
result that coincides with the last term of the equality (43). For this purpose,
the L’Hospital’s rule must be come into use again. We shall not perform
these tedious calculations in the present paper, which are essentially of the
same character, as in the cases of the integrals J;(e,¢) and J(e,é), considered
under the transition ¢(u) — 0. We shall only mention, that such a transition
gives a continuous result, when is applied to the relation (42). The same
approach will be put into use under the computation of the integral Js(e,é),
to which we are now going on.

@) 3ied)=J(1 + ecosp) 1+ (e - )cosy]~* dp = (1 + ecosy) - ecosplx
(1 +ecosy) [1+ (e - )cosp] * dp = 1.+ (¢~ oose] o -
~ (e~ L1 + (¢~ cosg] ~13(L + ecose)T1 + (e~ )cosg] * dp =
= Aded) - [efle- L1 + ecos) 1+ (e~ Scose] > dp +
+ [ee - (L +ecos) [1+ (e - e)cos] * dp =

= Ay(e,e) — [el(e — €)]Is(e,e) + [el(e — €)]Ja(eé).

We have applied above the definitions (9), (40) and the first
equality/identity in (45). Supposing that both é(u) # 0 and e(u) — é(u) # 0,
we proceed further to evaluate the integral Js(e,e) through the already
computed functions of e(u) and é(u) As(e,¢) and Js(e,é):
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(46) [1-e/(e—eé)]da(e.e) =—[él(e — €)]I(e,é) = Asle,é) — [e/(e — €)]35(e,é).

Consequently, on the basis of the relations (9) for Ay(e,¢) and (42)
for Js(e,e), we obtain the final expression for Js(e,¢) in an explicit form in
terms of e(u) and é(u):

(47) Ju(e,e) sf{& +ecosp) "[1 + (e — é)cosp] ~* dp = — [(e — e)/é]A4(e,é) + (elé)Is(e.é) =

=—(e-&)2+3(-¢é)le 1-(e—-¢)°] "2 —ne(e - &)( 26 — 4e* + 2e° + 2e¢ +
+6e% — 8% + 26 + e%¢% +12e%¢° — dee® — 8e%¢® + ¢* + 2e%6")6 1 - (e - ¢)?] V2 +
+ 27Te4é_4(1 _ e2)—l/2 =

= 7(— 2e* + 6e° — 6e® + 26’0 —14e%¢ + 28e¢ — 14e% + Te'e? — 49e%? + 42e%° +
+35e% —70e"¢® + 26" + 8e%6* + 70e%” - 10e¢” — 14e%° — 42e°¢° + 3¢° + 7%’ +
+14e%® —ee” — 2e%") + 2mee Y1 - %) V2

Although the above expression is derived under the restriction e(u) —
—¢é(u) # 0, it makes sense even if e(u) — é(u) = 0. In the last case, the relation
(47) shows that:

(48) Jy(e,e =) = 27e*e (1 -e?) V2= 2x(1-¢€%) Y2

because, obviously, the first two terms in the right-hand-side are equal to
zero for e(u) — é(u) = 0, and remains only the last term, where e(u)/é(u) = 1.
Of course, the integral Js(e,é = e) may be directly computed by setting
e(u) = é(u) into its definition (45):

(49)  Ju(ee=e) Echj([l +ecosp) "t dp = Ai(e,0) = 2z(1 —e?) V2,

where we have again used the relation (20). The two expressions (48) and
(49) coincide, and, therefore, the restriction e(u) — é(u) # 0 for the solution
(47) can be removed. This conclusion continues to be valid even if ¢(u) = 0.
Concerning the general case ¢(u) = 0, the definition (45) also directly
enables us to evaluate the wanted function J4(e,0), namely:

(50)  Jau(e,0) 52gf(ll + ecosp) ~° dp = Ag(e,0) = (n/4)(8 + 24e* +3e*) (1 - e?) " %2,

where we have applied the relation (24). It is possible to check, by means of
the L’Hospital’s rule for revealing of indeterminacies of the type 0/0, that
the passage to the limit é(u) = 0 in the relation (47) leads to the same result
(50). Consequently, such a transition through the point é(u) = 0 is
continuous. Further we shall apply formula (47) also when é(u) = 0, having
in mind that the indeterminacy is overcome preliminary through the
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L’Hospital’s rule. Like in the previous case for the integral Js(e,é), we shall
skip, for reasons of brevity, the proof of the statement that the transition
é(u) — 0in (47) gives the same result as the relation (50).

In conclusion, we note that the considered number of integrals of the
type Ji(e,é), (i = 1, 2, 3, 4), is enough for our consequent applications. They
will be made in the forthcoming papers (in particular, paper [8]), devoted to
the simplification of the dynamical equation of the accretion discs with
elliptical shapes. Summarizing some of the results in this chapter, we
mention that for all i = 1, 2, 3 and 4 we have Ji(e,¢ = 0) = Ai+1(e,e = 0), and
Jile,e =€) = As(e,6 = 0) = 27(1 — €3 "2,

2.3. Evaluation of integrals of the type
Hi(e,é) Ezgl +ecosp) ~'[1 + (e — é)cosp] ' de

These auxiliary integrals will be evaluated analytically for values of
the power i =1, 2, 3 and 4. Their estimates will be applied, in own turn, for
computation of other auxiliary integrals, which will be made in subsequent
papers. We begin with the most simple of them, namely, the integral
Hi(e,é):

(51)  Hu(e) Ezﬁl +ecosp) " [1 + (e — é)cosp] ~L dp = Ji(e,é) =
= (Zﬂ/e){e(l _ ez) -2 _ (E _ e)[l _ (e _ e.)z] —1 2}’

where we rewrite formula (27) above. All remarks, whish were made about
the validity of the estimation (27) for the integral Ji(e,¢), automatically
remain in power also for Hi(e,¢). The next step is to find the integral Hy(e,é)
as a function of its arguments e(u) and é(u):

(62 Hiled) = (L + ecosp) 1 + (e~ )oosg] *dp = {11 + (¢~ oosy] -
- (e~ )cosp}(1 + ecose) TL + (¢~ oose]*dp = [(L + ecosp) > dp -
- [fe- &Ve{( 1 + ecosg) ~ 11t + ecosg)TL + (e - )cosg] ~ dp = Ad(e0) -
~ [fe - eYell(L + ecos) 1+ (e elcose] dp + [(e - Veli{1 + ecosg)

x[1 + (e — ¢)cosp] " dp = Ay(e,0) — [(e - é)/e]H.(e,é) + [(e — é)/e]H.(e,é) =
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=2r(1-e)" ¥ 2n(e—-e)e ' (1-e) Y2+ 2n(e—e)’e e 1 -(e—€)] 2+
+ [(e — é)/e]H,(e,é),

where we have applied the above already established results (21) and (51)
Ay(e,0) and Hj(e,é), respectively. Therefore, the equation (52) ensures the
following solution for the wanted function Ha(e,é):

(53)  [1-(e-é)le]Ha(e,é) = (ele)Hy(e,e) = 2n{ec[1 — (e — )]~ 2 — e(e — ¢)(1 — €?)x
x[1 - (e - é)Z]l/Z +(e- e')2(1 _ ez)s/ Z}G_lé_l(l _ ez)—s/z[l —(e- é)z] -u2

After multiplying the both sides of this relation by e(u)/e(u), we
obtain the final analytical expression for the integral Ha(e,é):

(54)  Ha(ee) = 2n{(e - 6)’(L - e))¥ 2 + (—e? + e* + 2e6 — e%)[1 - (e — ¢)’]V 2}e 2
x(l _ eZ)—S/Z[l _ (e _ 6)2] —1/2.

Of course, this result is derived under the assumptions that
[e(u) #0] N [e(u) # O]. It can be rewritten also into the form:

(55) H,(e,é) EZJ;El +ecosp) 1 + (e — é)cosp] “tdp =
=l {(e-¢)[L-(e-e)"] Y2+ (-e?+e*+2ec-€%)(1-e) ¥}

Obviously, the formulas (54) and (55) have nonsingular meaning for
e(u) = 0 (preserving the restriction ¢(u) # 0), namely:

(56)  Hy(0,6) = @alA)[*(1 - ¢%) Y2+ 0]=2x(1- &) V2

A direct computation for the case e(u) = 0 (with é(u) # 0) for the
integral Ha(e =0,¢) shows that:

(57)  Hy(0,0) 52{)?1 —écosp) tdp = 2x(1 - &%) Y2

which coincides with (56). Here we have again used formula 858.525 from
Dwight [6]. Of course, there is not problem to apply the expressions (56)
and (57) when ¢(u) = 0. They both give the right answer H»(0,0) = 2x.

With respect to the general case ¢(u) = 0 (when e(u) does not need to
be equal to zero), it may be noted that the expression in the curly brackets in
(55) approaches zero, when é(u) also approaches zero:

(58) lim{(e-¢)’[1-(e-¢)] Y3+ (-’ +e' +2ec-e%)(1-e) ¥} =

é(u)—0
- e2(1_82)71/2_82(1_82)( 1_82)73/22 0.
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It is easily verified, that the other conditions for the applicability of
the L’Hospital’s theorem are also fulfilled. Consequently, we are in a
position to apply the L’Hospital’s rule with regard to the right-hand-side of
the relation (55), in order to overcome the indeterminacy of the type 0/0,
when ¢é(u) = 0. In that approach, we have to evaluate the limit transition:

(59)  limoloe{(e—e)’[1—(e—e)] Y7+ (-&* +e*+2e6-e)(1-e*) ¥} =
’(u) —» 0
i Iim{— 2(e - e)[l - (e - e)z] -vz_ (e — 6)3[1 _ (e _ 6)2] -2,
é(u) —0
+ (28 _ eS)(l _ eZ)—S/Z} - _ 28(1 _ e2)—1/2 _ e3(1 _ eZ)—3/2 +
+ (Ze _ e3)(1 _ e2)—3/2 =0.

The computation of the expression (55) in the limit é(u) — 0 again strikes
with the problem of evaluating of an indeterminacy of the type 0/0. To solve
the task, we shall use for a second time the L’Hospital’s rule. The premises
to do this are available. In particular, we see that:

(60)  limaloe{-2(e-e)[1-(e—e)’] Y2—(e-e)[1-(e—¢)°] ¥+
’(u) —» 0
i (e-e)1-e)" = 1im{2[1-(e- &)’ Y2+ 2@ -¢&)1-(e-¢)?] ¥+
’(u) —» 0
+3(e-¢)’[1-(e- &) = +3(e-¢)'[L-(e-¢)1 "% =
- 2(1 _ e2)—1/2 + 582(1 _ eZ)—3/2 + 3e4(1 _ eZ)—S/Z - (2 + eZ)(l _ eZ)—S/ZI

Consequently, the twice recurrent application of the L’Hospital’s rule
with respect to the right-hand-side of the equation (55), leads to the
following result, when é(u) approaches zero value:

61)  Hy(e,0) = lim{(2ré){(e — &)1 - (e — 67 ~Y2 +
’(u) —» 0
+(-e?+ ei +2e6-e%)(1-e°) " =72 + D (1 -€%) Y2

From the other hand, the direct calculation for é(u) = O leads to
(according to the relation (22)):

(62)  Ha(e,0) Ezgl +ecosp) > dp = As(e,0) = 7(2 + e?)(1 —e?) %2,

which coincides with the previous equality (61). In this connection, we note
that the transition ¢(u) — 0 in (54) and (55) is continuous. That is to say,
when we use the later two formulas for ¢(u) = 0, we shall subtend the
meaning 7(2 + e?)(1 — %) ~ ¥ 2. Now it is trivial to evaluate H,(e,é) when
both e(u) =0 and é(u) = O:
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63)  H00) zz({"dq) - 2.

The same result follows if we set in (56) é(u) = 0, or if we set in (61)
e(u) = 0. This implies that there is not matter the order of the performing of
the transitions e(u) — 0 or ¢(u) — 0. The next integral, of the considered in
the present paragraph type, is Hs(e,é) :

(64)  Hy(ed) zzﬁl + ecosp) °[1 + (e - é)cosg] "' dg =2ﬁ[1 + (e - €)cosp] -
— (e - &)cosp}(1 + ecosp) “3[1 + (e — é)cosp] "Ldy :Zﬁl + ecosp) ~* dp -
-[(e- e')/e]zfof( 1 + ecosp) — 1](L + ecosp) 3[1 + (e — é)cosp] ~1dp = As(e,0) -

-[(e- é)/e]zfof(tl +ecosp) “[1 + (e — é)cosp] ~tdg + [(e - e')/e]z{:zl + ecosgp) >
x[1 + (e — é)cosp] ~tdp = As(e,0) — [(e - é)/e]Ha(e,¢) + [(e — €)/e]Ha(e,é).

After taking into account the expressions (22) and (55) for As(e,0)
and Ha(e,é), respectively, the unknown function Hs(e,é) may be find in an
explicit form:

(65) [1-(e —e)/e]H (e, e) (¢le)H; (e e) T2 +e?)(1-ed) %2 -
—2n(e—¢é)’e e [1 (e-¢)]7 Y2
—2n(e—é)(— e +e* + 2e6 - ee)e‘le‘z(l—e)‘M.

After multiplying this equation by e(u)/é(u) and some other
simplifications, we obtain:

2n
(66)  Hs(e,e) = (1 + ecosp) 3[1 + (e — é)cosp] ~*dyp = me(2e? — 4e* + 2e° — 6eé +
0

+10e% — 4e% + 66% — 5e%6° + 2e*6?)e 3(1 - e?) Y2 -

—2n(e—-é)’é -3[1 —(e-¢)]7 Y%=

= 7{(2e® — 4€° + 2e — 6% + 10e*e — 4e%6 + 6ec® — 5% + 2e%%)[1 - (e - ¢)’] V% -
_ 2(e _ 6)3(1 _ e2)5/ Z}e——3(1 _ eZ) —5/2[1 _ (e _ e)Z] —1/2.

It is evident from the above derivation, that the solution (66) is
determined under the suggestion that both e(u) # 0 and ¢(u) # 0. The first
restriction e(u) #0 may be eliminated, if we note that the right-hand-side of
(66) makes sense even if we set into it e(u) = 0, preserving the other
condition é(u) # 0:
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2n

3(0,6) = J(1 - écosp) "tdp = 2m’e (1 - ¢?) V2 =271 - &%) V2

67 H.(0 Il ld 2331 21/221 2y-1/2
0

Of course, the non-vanishing of é(u) ensures the possibility to cancel
out the factor é3(u), which presents into the nominator and the denominator
of the above quotient. The same result may be established, if we set directly
e(u) = 0 into the definition (64)of the integral Hs(e,é), and apply the already
known relation (20) for the integral A;(é,0):

(68)  Hs(0,¢) 52{)?1 — écosp) ~tdyp = Ay(e,0) = 27(1 - ¢%) V2.

In this manner, we conclude that the introduced during the derivation
of equation (66), restriction e(u) # 0 is not burdensome. The final result (66)
nevertheless gives the right answer, if we formally set into it the “peculiar”
value e(u) = 0. A little more difficult is the problem concerning the other
restriction é(u) # 0. To consider this case in a compact form, let us introduce
the notation C(e,¢) about the term into the curly brackets in the relation (66):
(69)  C(e,é) = (2e° - 4e° + 2e” — 6e?¢ + 10e*e — 4ee + Bee” — 5e%6° + 2e%6%)x

x[1— (e - e.)z] 12 _ 2(e - é)3(1 _ 62)5/2.

Then we rewrite (66) into the following way:
(70)  Hs(e,e) = 7C(e,e)e (1 -e%) ¥ [1 - (e - ¢)’] V2.

Temporally we disregard the factor z(1 — e?) =¥ ?[1 - (e — ¢)*] V2,
which does not cause troubles for é(u) = 0, and concentrate on the quotient
C(e,e)/é®. If the later has a reasonable meaning under the limit transition
é(u) — 0, then the total product (70) is also defined — it is evaluated simply
by multiplication with z(1 — €®) ~ 3. Obviously, for é(u) = 0, we have
C(e,0) = 0, and the other conditions for applying of the L’Hospital’s
theorem (when é(u) — 0) are fulfilled too. Computation of the limit
lim 0C(e,é)/0é gives a zero result:

é(u) —0
(71)  lim 8C(e,e)ldé = lim{( 6e + 10e* — 4e° + 12e¢ — 10e’¢ + 4e°¢)[1 — (e — €)7] 2 +

é(u)—0 é(u)—0

+ (26® — 4e° + 2e” — Be%e + 10e*e — 4e% + Bec® — 5e’¢? + 2e°6%)(e — )%

x[1-(e—¢)] Y2+ 6(e—e)’(1-e’) %%} = (- 66 + 10e* - 4e%)(1 - ) V7 +

+e(2e° - 4e® + 2e")(1—e?) Y2 + 6e*(1 - e?)¥2=0.

The derivative of the denominator with respect to é(u) is 3¢*(u),
which approaches zero, when ¢(u) — 0. The conditions for application of
the L’Hospital’s rule for computation of lim[(1/3¢%)dC(e,¢)/o¢] are again

é(u)—0
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available, and we have:

(72)  lim &*C(e,¢)/0¢ = lim{(12e — 10> + 4e%)[1 — (e — €)*] Y2 + (- 6€% + 10e* — 4e° +
é(u)—0 é(u) —0
+12eé — 10e%¢ + 4e°¢)(e — &)[1 - (e — ¢)’] " Y2 + (- 8e® + 14e° — 6e’ + 24e% —
—30e%e + 12e% — 18e¢” + 15e%° — 6e°6))[1 — (e — €)?] V% — (2e* — 4e° + 2e° —
—8e% + 14e% — 6e’¢ + 12e%6° — 15e*¢” + 6e%° — Beé” + 5e’¢° — 2e%¢%) (e — ¢)x
x[1-(e-¢)’] ¥?-12(e-€)(1-€’)°?} =
= lim{(12e — 48¢> + 72e° — 48e’ +12¢° +90e% — 198e”¢ + 156e°% — 48e%¢ — 54es” +

éu)—0

+ 22537 — 198e°¢% + 72e’é? — 132e%6° + 120e*¢® — 48e°6° + 36e¢” — 308" +
+12e%M[1 - (e—¢)] Y2 -12(e - &)(1 —€®) %%} = (12e — 48e® + 72e° — 48’ +
+12e° —12e + 48e® — 72¢° + 48e’ — 12¢°)(1 - e?) " ¥?=0.

Now we are in a position to use the L’Hospital’s rule for a third time
during the procedure of the evaluation of the solution (66) under the
transition é(u) — 0. Skipping some of the tedious intermediate algebraic
computations, we can write:

(73)  lim &°C(e,¢)/0¢® = (12e — 48e® + 72e° — 48e” +12e° )(1 — € =¥ + (90e? — 198e* +

é(u)—0
+156e® — 48e®)(1 - e?) " ¥2+ 12(1 - e%) %2 = 6(1 - )2 + 3¢?).

This time we obtain a non-zero result, and more importantly,
5% (¢®/oeé® = 6 # 0. Having also in mind, that for the first factor in the
expression (70) we have:

(74)  lim{z(1-e>) "Y1 -(e-¢) V3 =n(1-¢€%) "3,
é(u)—0

finally, we are able to summarize the following result:
(75)  limHs(e,é) = lim{zC(e,¢)¢ 3(1—e®) Y1 (e - )] V%)=

éu)y—0 éu)—0
=22 +3e’)(1-¢) "2

There is not a problem to evaluate directly the integral Hs(e,¢) for
the special case é(u) = 0 without making any transition to this value into an
expression of the type (66) (or (70), respectively), which is obtained under
the preliminary elimination of this case. Therefore, the direct substitution
é(u) = 0 into the definition (66) leads to (taking into account the already
known result (23) for A4(e,0)):

(76)  Hs(e,0) Ezgl +ecosp) " * dp = Ay(e,0) = 7(2 + 3e?)(1-e?) "2

27



The coincidence of the right-hand-side of the formulas (75) and (76)
implies that the analytical evaluation (66) for the integral Hs(e,é) ensures a
continuous transition through the “peculiar” value é(u) = 0. Namely, this
property of the analytical derivation (66) will be implicitly understood,
when it will be used in the applications. Without specifying whether ¢(u) is
equal to zero or not. The same remark concerns the situation e(u) = 0 or
e(u) # 0, and also the combination [e(u) = 0] N [e(u) # O]. In the later, all
established above expressions give the right value H3(0,0) = 2x.

The next integral Hy(e,é), which we shall try to compute analytically,
is the last in the series of integrals of the type, considered in the present
subsection. In particular, this is stipulated by the circumstance that, in fact,
this is the integral 1,2 n+3(€,é,n = — 2) for the concrete value power n = - 2.
We apply here a notation, which will be put in use in forthcoming papers,
where we shall adopt another system of designations for the considered
integrals. This integral Hy(e,é) participates in an explicit form into the
Wronski determinant, establishing the linear dependence/independence
between the integrals lo.(e,¢,n) and lo+(e,é,n).

(1) Hu(e) = bz, maleén = 2) = (1 + ecosp) “[1+ (e - )cosy]  dp =
= {11+ (e~ ecosy] - (e - )cosp}L + ecosg)[1 + (¢~ )cosg] ~ dp =
= [+ ecos)~* d - [(e - (1 +ecosy) - 11(1 + ecosg)
(1L + (¢~ )oosg] ™ do = Ae.0) - [ - Nell(1 + ecosp)

x[1 + (e — é)cosp] " dop + [(e — e‘)/e]zgl + ecosp) “*[1 + (e — é)cosp] " dp =
= Ay(e,0) — [(e — e)/e]Ha(e,é) + [(e — é)/e]H4(e,é).

Taking into account the expressions (23) and (66) for A4(e,0) and
Hs(e,é), respectively, we are able to resolve the above equation (77) with
respect to the unknown function H(e,é) of the variables e(u) and é(u). We
transfer Hy(e,é) into the left-hand side, and taking notice of the of the
equality:

(78) [1 - (e - e)le]Ha(e,e) = (ele)Ha(e,é),
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we write the following analytical solution:
2
(79)  Hu(eé) = lna nea(eé,n =-2) zg(l +ecosg) “*[1 + (e — é)cosp] L dg =

= e’ (2 +3e?)e (1 -e) " e (1 - €)Y 1 - (e - €)7] V¥{(e - ¢)(2€® -
—4e°+ 2e” — 6e%¢ + 10e*¢ — 4e% + Bee? — 5e’e” + 2e%¢%)[1 — (e — )] V2 -
—2(e-9)(1-e)¥}=me 41 -e%) " "’[1 - (e - 6)°] V2{(2e8® + 3e%6%)x

x[1 - (e - )] 2 - (2" — 6e° + 6e® — 2e1° — 8e%¢ + 22e% — 20e’¢ + 6% + 12e%¢% —
— 27e%% + 21e%° — 6e%? — Bee® + 11e%° — 7e°%¢° + 267e'3/)[1 —(e-0)V%+
+2(-e&)'1-e)" =me (1 -e?) "1 - (e - )" V(- 2¢* + 6e° — 6e® +
+ 2e10 + 8e®c — 22e% + 20ec — 6e”%¢ — 12e%6? + 276 — 21e%? + 6e% + 8ee® -
8% + 7e%° = 2e")[1 - (e - )]V 2+ 2(e - ¢)(1-€) "%} =

=g7e (1 - e?) " "?%(- 2" + 6e° — 6e® + 210 + 8e®¢ — 22e%¢ + 20e’¢ — 6e% —

— 12626 + 27e%6® — 21e%” + 6% + 8ec® — 8e®¢® + 7e°6® — 2e76°) +

+2n(e—é) e [1-(e-¢)] V2

Like the previous computations, this solution (79) is derived under
the assumptions [e(u) # 0]N[é(u) # 0]. But nevertheless, it has a definite
meaning for e(u) = 0. Namely (under a preserving of the restriction ¢(u)+ 0):

(80)  Ha(0,6) = 2m6*(1 — &)~ Y24 = 2n(1 - %) V2

A direct computation (by means of a direct substitution e(u) = 0 into
the definition (77) of the integral Hs(e,é)) gives the same result as (80):

81)  Hi(0.0) 52{)?1 _éc0sp) L dp = Ay(6.0) = 22(1 - ?) V2 ;

(see formula (20) for A1(e,0)).

Therefore, because the evaluation (81) does not require the avoiding
of the value e(u) # 0, we conclude that this restriction is not a factor, which
hinders to apply formula (79) in this case. The consideration of the other
situation ¢é(u) # 0 requires a more complex treatment, in order to reveal the
behaviour of the result (79) under the transition ¢(u) — 0. Having in mind
our experience with the previous such problems, we shall try to explore
again the L Hospital’s rule. It is appropriate to put to use the before the last
expression in the right-hand-side of (79), because the two summands in the
last expression of (79) do not separately satisfy the conditions (ii) and (v)
in the formulation of the L’Hospital’s theorem. Concretely: nullification of
the limit lim f(e,é) and existing

é(u)—0
of the limit lim [f '(e,é)/g'(e,é)]. In view of that, we define the function
é(u) —0
D(e,é) as follows:
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(82)  D(e)= (- 2e* + 6e®— 6e® + 2e'° + 8e®¢ — 22e% + 20e’¢ — 6e%¢ — 12e%6° +
+27e%? — 21e5%% + 6e%6? + 8ec® — 8e¢® + 7e%6® — 2e"&%)[1 - (e — €)]V 2 +
+2(e-¢)(1-e)"2

This definition enables us to rewrite the solution (79) in a more
compact form:

(83)  Hu(e,6) =nD(e,e)e *(1—e%) "’ [1-(e-¢)’] V2
Because

(84) lim{z(1-e)"" 1-(e-&)] Y} =n(1-€)"*
é(u)—0

we, as in the previous consideration of Hs(e,é), temporally disregard the
factor z(1 — e%) =" ’[1 - (e - ¢)’] ~ ¥ 2, and concentrate on the quotient
D(e,é)/¢* under the limit transition é(u) — 0. Obviously:

(85)  D(e,0) = (- 2¢* + 6e° — 6e® + 2e™°)(1 — ) V2 + 26*(1 - )7/ ? =
=-2e*(1-3e’ +3e* - ed)(1 - )2+ 2e*(1 - €)% =
- _ 2e4(1 _ e2)3(1 _ e2)1/2 + 2e4(1 _ e2)7/ 2’

which is a premise to make use of the L’Hospital’s rule, in order to
investigate if the expression (79) or, equivalently, (83) are well behaved,
when ¢é(u) approaches zero. We shall not enter in details of the needed (to
some extend) tedious algebraic and differential calculations, and only give
here some of the final results. For example, it may be shown that:

@6)  lim aD(e,é)/o¢ = lim &°D(e,é)/o¢* = lim 8°D(e,é)/dé® = 0.
é(u) — 0 é(u) —0 é(u) —0

The above nullifications are essential conditions (among the others,
of course!) to apply the L’Hospital’s rule several times by turns. Finally,
taking the limit ¢(u) — 0 after the fourth differentiation:

(87)  lim &*D(e,e)/oé" = 6(8 + 24e” + 3e*)(1 - e?) V2,
é(u)—0

we obtain a non-zero result. In view of the fact that the fourth derivative
o*(eM1oe* = 24 # 0, and taking into account the temporally disregarded
factor (84), we arrive to the following conclusion:
(88)  limHq(e,é) = lim{zxD(e,e)e *(1 - e?) " [1-(e-¢)] Y% =

eu)—0 ¢éu)—0

= (67/24)(8 + 24 + 3e*)(1-e%) "Y1 —e?) V(1 -e?) V2=

= (z/4)( 8 + 24 + 3e*)(1 - ) Y2
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A direct computation, based on the substitution é(u) = 0 into the
definition (79), leads to an equivalent to (88) final expression. That is to say,
the evaluation procedure does not include in the intermediate calculations
terms, containing the factor ¢(u) into their denominators. And, consequently,
they do not suffer from a “peculiar” behaviour, when ¢é(u) approaches zero.
The integral Ha(e,é) becomes for é(u) = 0 an already known function of

e(u):
(89)  Hq(e,0) Ezgl +ecosp) ~° dp = As(e,0) = (7/4)( 8 + 24e* + 3e*)(1 —e?) ~¥?,

where we have put into use the estimation (24). Like the previous
considered cases, the conclusion which follows, implies that under the limit
transition é(u) — 0, the solution (79) preserves its meaning and passes
through the “divergence” point ¢(u) = 0 in a continuous manner. Evidently,
when both e(u) and ¢(u) vanish simultaneously, the already derived
expressions give the “right” answer H,4(0,0) = 2z, in spite of the order by
which e(u) and é(u) attain their zero values.

3. Conclusions

The basic goal, which we intend to do in this paper, is to compute,
by an analytical way, expressions for certain type integrals. They will be
used in the forthcoming investigations of the dynamical equation of the
elliptical accretion discs ([1], [2]). More precisely speaking, the integrands
of these functions of the eccentricity e(u) of the particle orbits, and their
derivatives é(u) = oe(u)/ou. They contain into their denominators factors (or
products of them) of the type (1 + ecosg)' or [1 + (e — é)cosg]. The powers i
and j may take integer values 1, 2, 3, 4, 5 and so on. We stress that the
considered integrals do not include into their nominators factors other than
unity. Therefore, the integers i and j are always positive. Of course, we have
limited us to a minimum set of numbers of these powers - such, which will
be enough, in view of the future applications of the analytical solutions for
these integrals. Although there is not (at least an obvious) doubt, that the
used in the present paper (essentially recurrent) approach for analytical
evaluations of the integrals Ai(e,é), Ji(e,é) and Hi(e,e), (i =1, 2, 3,...), may
be extended for arbitrary integers i, we do not solve this general problem.
That is to say, we do not try to obtain any common expressions for each of
these functions of e(u) and ¢é(u), valid for arbitrary powers i =1, 2, 3,....
This would be an extended mathematical task, which would be beyond the
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scope of our efforts to analyze a concrete physical problem — the dynamical
equation of the stationary elliptical accretion discs.

An essential peculiarity, which occurs for almost all the calculations
of the above mentioned integrals, is that in the intermediate results appear
terms, which may be divergent for some values of e(u), é(u) or the
difference e(u) — é(u). In the final expressions, representing the final
solutions of the integrals, these peculiarities may present or not present.
These indeterminacies can be overcome by means of direct substitutions of
the above noted “peculiar” meanings into the initial definitions of Ai(e,é),
Ji(e,e) and Hi(e,é), (i =1, 2, 3,...), and then performing the integration. As a
rule, this procedure is more easily fulfilled, and, fortunately, does not
involve, at any stage of the calculations, the considered type of peculiarity.
As it becomes evident, after the comparison of the two solutions, we strike
with the following two situations:

(i) The final result for the expression, obtained through the “peculiar”
intermediate terms, does not involve similar “peculiar” terms. Consequently,
it is “regular” with respect to the substitution into it of the “singular” e(u)
and é(u). It is remarkable that the two ways (with singular intermediate
terms and direct computation, without passing through such singular terms)
give identical expressions. This is, of course, a favorable property, because
there is not a necessity to point out the method, by which the considered
formula is obtained.

(if) The final result for the expression, obtained through the “peculiar”
intermediate terms, retains its indeterminacy for the considered (caused by
the divergent intermediate terms), “peculiar” values of e(u) or/and é(u).
Then, it turns out that it is possible, by the use of the L’Hospital’s rule, to
reveal these indeterminacies of the type 0/0. Again, it is worthy to note that
the evaluated in this way (by means of the limit transitions e(u) — 0, or/and
é(u) — 0) expressions coincide with those, computed through the direct
substitution of the “problem” values of e(u) and ¢é(u) into the integrals,
which we want to evaluate analytically. Such a continuous transition enables
us to use into the applications the derived formulas, without to specify the
path by which they are established. And also not to worry whether the
applications of the above computed analytical expressions for the integrals
Ai(eé), (i=1, ..., 5), Jk(e,e) and Hy(e,é), (k =1, ..., 4) do introduce any
type their own divergence into the evaluated (more complex) composite
expressions, of which they are parts.
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AHAJIMTUYHO NPECMSATAHE HA JIBA UHTEI'PAJIA,
Bb3HUKBAIIIN B TEOPUATA HA EJIMIITUYHUTE
AKPEIIMOHHMU JUCKOBE. |. PEHHIIABAHE HA
CIIOMAT'ATEJIHUTE UHTEI'PAJIA, ITOABSABAILIU CE
IIPU TAXHOTO U3YUCJISABAHE

A. lumumpoe

Pesome
Hacrosimiata pabora € 4act OT €AHO OOIIMPHO aHAJTUTHYHO
U3CJIe[BaHE Ha JUHAMHUYHOTO ypPaBHEHHUE, ONPEIESSII0 POCTPAHCTBEHATA
CTPYKTypa Ha CMayuoHapHume INUITAYHA aKPEIIMOHHH JIUCKOBE, CHIIIACHO
mozena Ha JlroOGapcku u ap. [1]. Tlpy mMaremMaTHyecKOTO ONMMCaHHWE Ha
3ajjayaTa ca W3IO0J3BaHM KaTo MapaMeTpu ekcieHpuiurera €(U) Ha
OopOMTHTE Ha YaCTUIMTE M HeroBara mpomsBogHa é(U) = de(u)/du, xkpaeTo
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u = In(p), p ¢ pokamHUAT MapaMeThp Ha pasriiexkaaHara opoura. B Teuenue
Ha T[poleca Ha  ONpPOCTABAaHE HA TOBAa ypaBHEHHE, BBH3HHUKBA
HEe00XOAUMOCTTA OT

2n

AHAJTUTUYHO OlICHSIBAHE HA MHTETPAU OT ciaeaHuTe tumnose: Aj(e,é) = J- 1+
0

+ecosp) ' dg,

(i=1,...,5), I(eé) = j(l +ecosp) "1 [1 + (e — é)cosp] X dp u Hy(e,é) =

= I(l + eCOSqo)_k [1+ (e - é)cosp] *dp, (k=1, ..., 4). B te3u popmym ¢ ¢
0

a3MMYTAJHUSAT BI'bJI, BBPXY KOWTO € U3BBPIICHO ycpeansBaHeTo. [loaxoapt
IpU pelIaBaHeTo Ha 33j1a4ara e, pakTU4ecKH, pekypcuBeH. Haii-Hanpen Hue
OLICHSIBAME MHTErPANIUTE 338 Hal-MaJKuTe CTOiHOCTH Ha | u K (T.e., 1 u K
paBHM Ha enunHuna). Cien ToBa HHE NpPEeMUHAaBaMe KbM CIIECIBAILIUTE
CTBIIKH, TOCTCIICHHO YyBEIMYaBaWKU IIEJOYUCICHUTE cTernmeHu | win K,
JIOKaTO C€ JIOCTHUTHAT YyKa3aHWTe CTOWHOCTH 5 wiau 4,  CHOTBETHO.
CrnenuaiHO BHUMaHHE € MOCBETEHO Ha Te3u 3Haveus Ha e(u) u é(u) (u
TsaxHata pasnuka e(Uu) — é(U)), KOUTO EBEHTYaaHO MoraT Ja HPUYHHST
Pa3XoJMMOCTH B MPOMEXKIYTHYHHTE MM KpaiiHuTe u3pasu. [lokaszaHo e,
BBIIPEKH BH3HUKBAHETO Ha TAaKWBA 3aTPyJHEHHMs, Y€ T€ Morar jaa Obaar
MIPEOJIOJISTHU TIOCPEICTBOM IMPSIKOTO 3aMECTBaHE Ha “0COOCHHUTE” CTOWHOCTH
Ha e(U) w/wim é(U) B MHTErpajuTe, KaTo YaK CjeJ TOBa C€ M3BBPILNBAT
u3uncieHusara. Jlaxke ako B 3HAMEHATEJIMTE HA KpaWHUTE pe3yTaTH ce
MOSBABAT MHOKUTEIH PaBHU Ha Hyja (B CIIEACTBHE Ha aHyJIMPaHHUITA Ha
e(u), é(u) mwm e(u) — é(u)), u3pasure He ca Pa3xXOJAIIHA, KAKTO HHUE CMeE
JIOKa3ald, M3MOJI3BalikW TpaBwioTo Ha JlpomuTan 3a paspemiaBaHe Ha
neomnpenaeneHoctd ot Buga 0/0. BcHukdM  aHaIMTHYHHA OICHKH HA
rOpeHanMCcaHuTe UHTErPaj ca M3BBPUICHHU NpH orpaHudeHusTa |e(u) < 1|,
lé(u) < 1] u |e(u) — é(u)] < 1. Te ca HamoxeHH mopamu (HUIUUCCKH
ChOOpaXEeHUs, C OrJie]l Ha PUJIATaHEeTO Ha TE3U PELICHUs BbB Bb3IIpHETAaTa
TEOpHUs Ha CIUNTUYHUTE aKPEIHOHHU JIUCKOBE.
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Abstract

This paper is a part of the investigations, dealing with the mathematical structure
of the stationary elliptical accretion discs in the model of Lyubarskij et al. [1], i.e., discs for
which all the apse lines of the particle orbits are in line with each other. The main point of
the adopted approach is to find linear relations between the integrals, entering into the
dynamical equation for these objects. They will enable us to eliminate these complicate
(and, generally speaking, unknown analytically) functions of the eccentricity e(u) and its
derivative é(u) = de(u)/du of the individual orbits. Here u = In(p), where p is the focal
parameter of the corresponding accretion disc particle orbit. During the process of
realization of this program, we strike with the necessity to find analytical evaluations for
two kinds of integrals:

x[1 +(e - é)cosp] ~ dp, (j = 1, ..., 5). In the present investigation we find recurrence relations,
allowing us to compute the integrals Li(e,é), (i = 1, 2, 3), under the condition that the
integrals L;;(e,é) and Kj(e,é) are already known. Conversely, computations of the integrals
Ki(e,é), G =1, ..., 5), through the recurrence dependences do not require the knowledge of
the analytical solutions of the integrals Li(e,é), (i = 0, ..., 3). In view of the fact that the
integrals Lo(e) (it does not depend on é(u)) and K;(e,é) serve as ““starting--points™ into the
corresponding recurrence relations, we have find analytical expressions for them. The
solution of the full set of analytical evaluations of Li(e.é), (i = 1, 2, 3), and Kj(e,é),
(i=2,...,5), will be given elsewhere [7].
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1. Introduction

The present paper continues a series of investigations, devoted to the
simplification of the dynamical equation of the elliptical accretion discs.
Especially, the considerations are constrained to a specific model, developed
by Lyubarskij at al. [1]. The essential property of this model is that the all
elliptical particle orbits are sharing a common longitude of periastron. The
other restriction, which we impose on the adopted elaboration, is that the
accretion flow is stationary. That is why, the dynamical equation, with
which we are dealing, governs the stationary space structure of the disc. We
remind that the particle orbits at different parts of the disc, may have
different eccentricities e(u), respectively. Here with the variable u we denote
the logarithm of the focal parameter p of the corresponding elliptical orbit:
u = In(p). Also we shall often use the notation ¢(u) = de(u)/du for the first
ordinary derivative of the eccentricity e(u) with respect to u. The way we
proceed, to reveal the mathematical structure of the above mentioned
equation, is to eliminate certain definite integrals over the azimuthal angle
@. They are functions of e(u), é(u) and the power n in the viscosity law
n =B X" (Bis aconstant,  is the viscosity and X is the surface density of the
accretion disc). The procedure of reducing of the number of these integrals,
by means of establishing of linear relations between them, is described and
applied in earlier papers ([2], [3] and the references therein). Until now, the
question: if three of these functions Is(e,é,n), lo-(e,é,n) and los(e,é,n) are
linearly independent or not, still remains open (for definitions of these three
integrals see [2] and [3]). The standard method to check which of these two
alternative cases is available, is to compute the corresponding Wronskian.
The procedure includes evaluation of some derivatives with respect to e(u)
or é(u) of the above mentioned integrals. In turn, this leads to appearing of
two new integrals, for which we also have to find analytical solutions. In the
course of realizing of this computational scheme, we, at first, must have
available analytical expressions of given auxiliary integrals. In the preceding
paper [4], we have given the solutions of such integrals, when their
integrands do not include logarithmic functions of e(u) or é(u). The present
investigation deals just with this complementary case. It will be seen from
the following exposition, that such integrals arise, when we obtain formulas,
containing into their denominators factors, vanishing for some integer
values of the power n. But from a physical point of view, we do not expect
that the integer numbers n have “special” meanings in the considered
accretion disc theory. And it is reasonable to check the “problem” formulas
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for their behaviour, when n approaches the “singular” value. It turns out,
that the corresponding nominators also tend to zero, “compensating” the
divergent (at the first glance) character of the analytical expression. As
usual, it is instructive to apply in this situation the L’Hospital’s rule for
resolving of indeterminacies of the type 0/0. In turn, similar computational
scheme implies the necessity of finding the partial derivatives with respect
to the power n. More specifically, for the considered by us integrals, we
shall compute derivatives like:

@ o[(1 + ecosp)"/on = n In(1 + ecosp),

according to the well-known rules from the differential calculus. In the
above formula we take into account that the eccentricity e(u) (or the
difference e(u) — é(u), which may stand in the place of e(u)) and the
azimuthal angle ¢ do not depend on n. Of course, the considered model of
elliptical accretion discs [1] keeps fixed the power n (i.e., the viscosity law
n = B X " remains valid throughout the entire disc) for every concrete
accretion disc. The mathematical variability of n in the equality (1) should
be supposed physically as a change/transition from one accretion flow (with
a given fixed power n) to another accretion flow (with other, also fixed, but
a little different value of n).

2. Integrands, including as a factor logarithmic function

The available handbooks, which we had considered, in order to find
already computed analytical expressions for the integrals, representing an
interest for us, do not give a direct answer to the task. We do not strike only
with the incompleteness of the lists of the cited formulas, but also with the
need to obtain evaluations of the integrals, which are valid for special
choices (i.e., restrictions on the domains) of the parameter space,
characterizing them. Probably, the specialization of the considered by us
problem, leads to two possible situations:

(i) The integrals, for which we are seeking, are too “specialized”, in
view of the circumstance that the considered problem also treats too
“narrow” aspects of the physical/mathematical theory. Correspondingly,
such solutions of the integrals remain, as a rule, out of the attention of the
compilers of the reference books, containing mathematical formulas.

(i1) In the other, generating difficulties case, the analytical expressions
are very complicated formulas. Then, if even these solutions are found, they
may not be included in many handbooks, for reasons of their extended form.
The later property is, in particular, stipulated by the aspiration of the
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calculators to resolve these integrals in the most general case of the domain
of variables.

Dealing with the problems of the types (i) and/or (ii), we have to
overcome these troubles by performing our own computations of the
considered integrals. Fortunately, we were able to find an analytical
evaluation of an integral, which may serve as an initial starting-point for our
further advance. In the reference handbook of Prudnikov et al. [4] is given
the following formula for the analytical solution of the integral (formula on
page 545; note that the integration is from 0 to z, not from 0 to 2z !):

2 I[In(l — 2acosg + a?)](1 - 2bcosy + b?) "t dg =

b <1
271 - ln(1 -—ab*Y) ; ,lal<1
lb|>1
= = Or
| <1
27 |1 -b% tnja-b*?|; Cla>1  F.
Ib| > 1

For further use of the above formula, we shall express the parameters
a and b by means of the eccentricity e(u) and its derivative é(u) in a way,
depending on the kind of the integral, which we intend to evaluate. At first
glance, the existence of four possible branches in the right-hand-side of the
relation (2), leads to the suspicion that the solutions, which are based on (2),
are lacking of uniqueness. We shall see later, that in our applications all the
four solutions are, in fact, identical. That is to say, the branching in our case
makes no sense. We also stress that the eccentricity e(u), its derivative é(u)
and, correspondingly, their difference e(u) — é(u) are real functions of u. In
turn, the parameters a and b, expressed in terms of e(u) and é(u), are also
real quantities. Taking into account that we resolve the task under
the conditions of satisfying the inequalities |e(u)] < 1, |é(u)] < 1 and
le(u) — é(u)| < 1, we could conclude that the integral into the left-hand-side
of the equality (2) is a real function on e(u) and é(u).Without any singular
behaviour in the pointed out domain of these variables.

Our main goal in the present paper is to compute analytically the
following two kinds of integrals:
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(3) Li(e,e) Ezf[ln(l + ecosp)](1 + ecosp) “[1 + (e —é)cosp] " dp ; i=0,...,3,

2n .
4 Kj(e.e) = {)[In(l +ecosp)][1 + (e —é)cosp] 'de; j=1,...,5.
The above integrals resemble to the integrals:

G A zij)fl +(e-d)cosp] dp: i=1,...5,
(6) Ji(e.e) EZ!([1 +ecosp) [1+ (e—é)cosp] 'dp; j=1,....4,

(7 H;(e,é)zjgl+ecosq))‘i[1+(e—é)cos¢]-1d¢; ji=1,...4,

in the sense, that in the denominators of the integrands encounter as factors
certain powers of the quantities (1 + ecose) or [1 + (e — é)cosg]. But for the
first system of integrals (3) & (4), the nominators are equal to the
logarithmic function In(1 + ecosg), instead to unity. The later circumstance
essentially complicates the analytical evaluations of Li(e,é), (i =0, ..., 3)
and Kj(eeé), g = 1, ..., 5), in comparison with the corresponding
computations of the integrals Ai(e,é), (i = 1, ..., 5), Jj(e,é) and Hj(e,é), (j =
=1, ..., 4), which were done in an earlier paper [4]. Of course, the selection
of the powers of the factors (1 + ecosp) and [1 + (e — é)cosg] into the
definitions (3) and (4), is predetermined by the necessity of the applications
of the analytical solutions for our own future developments. That is to say,
like the situation with Ai(e,é), Jj(e,é) and Hj(e,é), the integrals Li(e,é) and
Kj(e,é), in principle, may be evaluated analytically for arbitrary non-
negative integers i or j, by the means, which we shall use in the present
paper. But we shall limit us further only to the necessary minimum of
computations. These will be based on the application of the relation (2), and
in connection with this, we make the following important remark. We do
not trace back the derivation of the formula (2) and accept to trust the
adduced solution of the Prudnikov et al. [5]. To preserve us from any
possible incorrectness of this formula, we further check the derived
analytical expressions also by means of numerical computations for a dense
enough lattice of values of e(u) and é(u). Both in the open interval (- 1.0;
+ 1.0), taking also into account that |e(u) — é(u)| < 1. Speaking in advance,
we note that there is not doubt in the validity of the relation (2), because the
discrepancies between the analytical and numerical evaluations (based on
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the formula (2)) are of the order 10 ~ ** — 10 = 3 — the accuracy of the
numerical computations itself.

2.1. Recurrence relations for the integrals of the type
2n

Li(e,e) = I [IN(1 + ecosg)](1 + ecosp) ~*[1 + (e — é)cosp] ~" de
0

We shall establish in this chapter a number of relations between the
integrals given by the definitions (3) and (4), which will enable us to
evaluate in an explicit analytical form these integrals as functions of the
eccentricity e(u) and its derivative ¢(u) = de(u)/du. Actually, these formulas
will be recurrence relations for the first kind of integrals, namely, Li(e,é),
(i=0,, 3). They will include also integrals of the type K;(e,e), j =1, ..., 5),
which, at the present stage of the computations, are still unknown functions
of e(u) and é(u). Later we shall find another recurrence relations about
Kje.€), ( =1, ..., 5), that refer only to this kind of integrals. As a final
result, this will give us an opportunity to calculate in an explicit form the
integrals Kj(e,é), (j =1, ..., 5). Returning back to the recurrence relations
for Li(e,e), (=0, ..., 3), derived below in the present chapter, we finally are
in a position to write explicitly the analytical solutions for the integrals
Li(e,e), (i=0, ..., 3).

We begin with the remark that Lo(e) is a function only of the
eccentricity e(u), but not of its derivative é(u):

(8) Lo(e) Ez(ﬁln(l + ecosp)](1 + ecosp) ~* dg.

To the end of the present chapter, we shall suppose that e(u) # 0 and
é(u) # 0. The evaluations of Lj(e,é), La(e,é) and Ls(e,é) for these particular
values of their arguments are more appropriate to be given, when the full
expressions for them are already available. According to the definitions (3)
and (4), we have:

9) Ls(e,é) EZ{)Eln(l +ecosp)](1 + ecosp) ~'[1 + (e — é)cosp] 3 dp =
= Z%E[l + (e — é)cosp] — (e — é)cosp}[In(1 + ecosp)](1 + ecosy) ~'x

x[1 + (e — é)cosp] % dg :1fln(1 +ecosp)](1 + ecosp) ~'[1 + (e — é)cosp] ~2 dyp —
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~[(e- é)/e]zfoff(l + ecosp) — 1][ In(1 + ecosg)](1 + ecosp) ~*[1 + (e — é)cosp] ~* dp =
= Ly(e,é) - [(e - e’)/e]zg[[ In(1 + ecosp)][1 + (e — é)cosp] 3 dgp +

+[(e- e‘)/e]lfln(l +ecosp)](1 + ecosp) “*[1 + (e — é)cosp] ~*dg =
= Lo(e,e) — [(e — é)le]Ks(e,e) + [(e — e)/e]Ls(e,e).

Therefore, transferring the last term [(e — ¢)/e]Ls(e,¢) into the right-
hand-side, we obtain that:

(10)  {1-[(e-e)lel}Ls(e.e) = (¢le)Ls(eé) = La(e,é) — [(e - €)le]Ks(e,é),
or, multiplying by e/é:
(11)  La(e,6) = (elé)Lo(e,6) — [(e - 6)/¢]Ks(e,é).
By the exactly analogous way, we may derive recurrence relations
for the integrals L(e,¢) and Lj(e,é). We simply write here the final results:

(12)  La(ee) Eiﬁn(l + ecosy)](L + ecosp) ~'[1 + (e — é)cosp] ~* dp =
= (elé)La(e.€) - [(e - €)/e]Ka(eé),

(13)  Li(ee) zszln(l + ecosg)](1 + ecosp) ~'[1 + (e ~ é)cosp] "' dp =
= (elé)Lo(e.€) - [(e - €)/e]Ky(e.é).

We call to mind, that the above formulas are deduced under the
assumptions that e(u) # 0 and ¢(u) # 0. Obviously, the equations (11), (12)
and (13) are useful if Ki(e,e), Ky(e,é) and Ks(e,e) are already known
functions of e(u) and é(u).

2.2. Analytical computation of the integral
2n

Lo(e) =] [IN(1 + ecosp)](1 + ecosp) ~* de
0

For our present purposes we shall transform the left-hand-side of the
formula (2) (given by Prudnikov et al. [5]) in the following way:

(14) (J)[In(l — 2acosy + a?)](1 - 2bcosp + b?) "t dyp =
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= J0n{(1 + @){1 - [2a/(1 + a9)Jcosg}})(L + b) 1~ [26/(1 + b)Jcosp)} ~* d =
= (14 1) [In(@ + az)]Zf:{l — [2b/(1 + bD)]cosp} ! dp +

+ (L +b? 'fi {In{1 - [2a/(1 + a*)]cosy}}H1 ~ [2b/(L + b*)]cosp} ~* dy.

We remind here that, unlike the previous integrals, now the
integration is from O to z, not from 0 to 2z ! Let us substitute:
(15)  -[2a/(1 +a%] = - [2b/(1 + b%)] = e(u).

Therefore, we are able to write, in agreement with the relation (2),
that:

(16) E[In(l + ecosp)](1 + ecosp) "' dp = — [In(1 + ad)](1 -e?) " Y? +

Ib| <1
27 (1 +bH)1-b’ " tIn(1-ab*Y); - , Jal<1
Ib|>1
+ = or
lbj<1
2z (L +b%)[1-b*'nfa-b*Y; A , laj>1
Ib| > 1

We shall now check the validity of the “obvious” condition a = b.
We have that:

(17) -[2a/(1+a)]=-[2b/(1 +b%)] => a+ab’=b+a’h, or
(18) ab’-a’h-b+a=0.
We write the above equality as a quadratic equation with respect to b:
(19) ab’+(-1-adb+a=0.
Correspondingly, the solutions of this equation are:
(20) by =[a®+1+(1+2a°+a'-4a)"?)/(2a) = {a’ + 1 £ [(1 - a%)*)" ?}/(2a) =
=[a’+ 1 (1-2a%)]/(2a).

The two solutions are, therefore:
(21) b =(@*+1-1+a%/(2a)=a, and
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(22) by=(a®+1+1-a/(2a)=1/a.

The existence of the above equalities means that we have to consider
two cases: by = a and by = 1/a. However, let us examine at first, how the
restriction |e(u)| < 1 imposes itself other restrictions over the variables a and
b. We have that, according to the substitution (15):

(23) -2a=e+ed’
which implies a quadratic equation for a:
(24) ea’+2a+e=0.

Solving with respect to a this quadratic equation, we obtain:
(25)  a=[-2+(4-4e®)V?/(2e) = [- 1+ (1 - D) le.

We have to investigate the following four situations:

(i) solution a; = [- 1 + (1 —e?)Y?)fe; Jag] = |- 1 + (1 — %) ?|/|e| < 1. This
implies that:
(26) 1+ (1-€)"?<lel.

Because |e| <1, we canwrite 0 <1—e’< 1, or (1 -e?)"2<1.
Further we have:
~1+(1-e)Y%<0, whichmeansthat|-1+ (1 -e?)"?3=1-(1-e?)"2
Consequently, from the inequality (26) follows that: 0 < 1 — (1 —e?)¥2 < e|.
Therefore:
0<1-le| < (1-e®Y2 Raising into square will give:

(27) 1+e*-2le|<1-e® => 2e’<2le| => e’<[e| =>|¢|<1.

The above chain of inequalities means that we do not arrive at a

contradiction. That is to say, this case (i) is admissible.

(i) solution a; = [- 1 + (1 — 2" J/e; |aa| = |- 1 + (1 — €3 ?|/|e] >1.This
implies that:
(28) -1+ (1-€)'%>el.

Because |e| < 1, we can writee?<1,or0<1-e’<1, and (1-e?)¥?<1.
Further we have: — 1 + (1 — e?)¥2 < 0, which means that |- 1 + (1 - %)Y =
=1 - (1 - ¢e%Y 2 We shall substitute the later equality into the inequality
(28). Unlike the previous case (i), now the sign of the inequality (28) is
changed in comparison with (26). This will introduce a radical change in our
conclusions. According to (28), we write [0 < 1-(1-¢e?)Y?] N[1-(1-
—e)Y 2> el,or[0<1-1|e] N [1-e| > (1-e*Y? . Raising into square
will give:

(29) 1+e’-2e|>1-e® => 2e?>2e| => e’>e] => |g|>1.
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We derive a contradiction, because, by hypothesis, |e| < 1. That is to
say, the considered case (ii) is not permitted!
(iii) solution a; = [- 1 — (1 - €°)"?)/e; |ag = |- 1 - (1 — %) ?/|e| < 1.This
implies that:
(30) |F1-(1-e)YY=1+(1-€)"? <.
This relation may be immediately rewritten as:
(31) O0<l-le|<-(1-€’)Y2<0.
It turns out that must be fulfilled simultaneously two inequalities
about the difference 1 — |e|:
(33) 1-1e/>0)N(1L-lel<0).
I.e., we obtain a contradiction. Therefore, the considered case (iii) is not
permitted!
(iv) solution a; = [- 1 — (1 — e®)Y?]/e; Jag = |- 1 - (1 — %) ?/|e| >1.This
implies that:
(B4 |[1-(1-é)Y=1+(1-e)"2> e,
(35) 1-le|>-(1-€)Y? => 1-]e|>0>-(1-€)"2
Correspondingly, in this case (iv) we do not strike with a
contradiction.
To summarize the conclusions from the considered above four
possible opportunities, we shortly say that, under the restriction |e(u)| < 1:
1) The solution of the quadratic equation (24) a; = [- 1 + (1 — %)Y /e
IS in agreement with this restriction only if |a| < 1;
2) The solution of the quadratic equation (24) a, = [- 1 — (1 —e?)¥?]/e is
in agreement with this restriction only if |a| > 1.
The situation is illustrated graphically in Figure 1 (a) and (b).
Because of the symmetry, given by the equalities (15), the same
conclusions are valid for the coefficient b, where we have to consider the
quadratic equation
(36) eb*+2b+e=0,
instead of the equation (24).
3) The solution of the quadratic equation (36) b; = [- 1 + (1 — 2" /e
is in agreement with the restriction |e(u)| < 1 only if |b| < 1;
4) The solution of the quadratic equation (36) b, = [- 1 - (1 —e®)¥?le is
in agreement with the restriction |e(u)| < 1 only if |b| > 1.
We must not confuse the roots b, and by, with the roots b; and b, !
Having in mind the above preliminary remarks, we now return to the
investigation of the equation (19).
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Case I: b=a. Subcase 1: [b| =|a| < 1.
According to the deductions 1) and 3), a; = by = [- 1 + (1 — ®)" ?/e.
Then, in view of the formula (16):

(37) f[ln(l +ecosp)](1 + ecosp) "L dp = — #{In[1 + (@)’]}(1 —€®) "V +
+27[1 + (ay)’][1 - (a1)’] ~HIn[1 - (a1)’].

al=Rootl
1 -

a) Case (i): |as| = |- 1 + (1 —ed)YY/le| < 1.

aZz=Root2
200

100

-100

b) Case (iv): |ag| = |- 1 - (1 - )Y ¥/|e| > 1.

Fig.1. Solutions of the quadratic equation (24) ea? + 2a +e =0

We compute the following auxiliary expressions:
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(38)
(39)

(40)

(41)

(42)

1+ (@)’ =1+ 1/e)[1+1-e*-2(1-¢e*)Y? = (2/*)[1-1-e’)"]>0,
1-(a)?=1-(/e)[1+1-e*-2(1-e?)? = (UeA)[e® -2 +e*+2(1 - D)7 =
- (2/62)[62 ~1+(1- eZ)l/Z][ 1+(1- 62)1/2][1 +(1- eZ)l/Z]—l —

- 262(1 _ ez)ll 2/{ez[1 +(1- e2)1/ 2]} =2(1- eZ)l/ 2/[1 +(1- ez)ll 2].
Consequently, we have:

0<1-(a)?=21-e)"1+(1-e)Y? <1

g[ln(l + ecosp)](1 + ecosp) ~* dy = solution 1=

=_7z(1-e’) " YaAn{(L/eA)[2-2(1 - D)V} +

+ 277:(2/62)[1 _ (1 _ eZ)l/ 2] [1 + (1 _ eZ)l/ Z] [2(1 _ eZ)l/ 2] - lx

xIn{2(1 - Y1 + (1 - )Y ?]}= - z(1 - ) " V2n{(1/eH)[2 - 2(1 - D)V ]} +
+27(1-€%) " Y2n{2(1 - DY U1 + (1 — e9)YJ}= (1 — €%) "V 2In{4e’(1 - e°)x
x{2[L - (1 -1+ (1-e) AL+ (1-e) 7} 1 =
=a(1-e*)"YAn{2e’ (1 - eA{(1 -1+ e’)[1 + (1 -e)V ]} 1.

Finally, we are able to write for this case:
g[ln(l + ecosg)](1 + ecosp) ~* dyp = solution 1 =

=a(l-e) YAn{21 -1+ (1-e)¥] 1} =
=—z(1-e®)"YAn{[1 + 1 -e)Y[2(1 - D] .

Case I: b = a. Subcase 2: [b| = |a| > 1.
According to the deductions 2) and 4), a; = b, = [- 1 — (1 - %)Y /.

Then, in view of the formula (16):

(43)

(44)
(45)

(46)

46

Z[In(l + ecosp)](1 + ecosp) ~* dp = — (1 — %) "V 2n[1 + (a,)?] +

+27[1 + (a2)’]|1 - (32)? ~Injaz - 1/ay] .

We compute the following auxiliary expressions:

1+ (@)’ =1+ 1/e)[1+1-e*+2(1-e)"? = (2/e))[1 + (1-e?)"?,
1-(a)?=1-(1/e)[1+1-e*+2(1-e)"? = (1/eH[e*-2+e’-2(1-eA)"? =
— (2/62)[62 —1-(1- eZ)l/ 2][1 -(1- eZ)l/ 2][1 -(1- eZ)l/ 2] -1_

=-2(1- e2)1/2[1 -(1- e2)1/ 2] -1<0,

laz — L/agl = |[(a2) - 1/a;| = |(82)* - 1)@zl = [(a2)* — 1)/lad =

=2le|(1 - e2)1/2[1 +(1- eZ)l/ 2] -1[1 -1- ez)ll 2] -1_

=21 -eA)Y}1-1+e’) =201 -e)" Y.



The derivation of the equality (46) takes into account the last
inequality in (45), according to which (a2)* =1 > 0, implying that |(az)? - 1| =
= (ap)? — 1. Therefore, in the present subcase we can write:

—3

(47)  I[In(1 + ecosp)](1 + ecosp) ~* dg = solution2 =

<

—m(1-e®)"VAn{(2/eA)[1 + (1 - AV} + 2(1 - %) "V 2An[4(1 - e})/e?] =

=— (1 -e)"YAn{2e’[1 + (1 - )Y /[4e’(1 - D]} =

=—7(1-e)"YAn{[1 + (1 - e)Y?[2(1 - €%)] '} = solution 1.

We see that the both subcases give the same analytical solutions for
the integral that we are resolving!

Case Il: b=1/a. Subcase 3: |b| =|1/a| < 1.

According to the deductions 2) and 3), a=a, = [- 1 - (1 - e®)¥ ?J/e
and b =b; = [- 1 + (1 - €% ?/e. Then, applying formula (16):

(48) Z[In(l + ecosp)](1 + ecosp) ~* dg = solution 3 =— z(1 —e®) ~Y2n[1 + (a,)?] +

+ 271 + (by)?]11 - (by)? ~tInja, — by .

Note that b; = (1/e)[- 1 + gl —)VL+ @-eAYL+ (1 -e)YYt=
=Ue)1-e-1[1+(1-e) ] t=e[-1-(1-e)Y?] = 1/(ay), ie., by =
= 1/(ap). This result once again affirms the consistency of our calculations.
We shall use the already computed expressions (38) and (39) for 1 + (a;)?
and 1 - (a1)? respectively, because

1+ (b’ =1+ (a)*and [1-(by)* =11 (ar)?]

Moreover:

(49) [az — ba| = ]az = 1/(ay)|.
After these remarks, we have:

(50) ;f[ln(l + ecosp)](1 + ecosp) ~* dp = solution 3 =
=—n(1-ed)"YAn{2/eA)[1 + (1 - AV} + 22{2[1 - (1 - )Y [1 + (1 — )Y Fx
x[2e°(1 - €)Y 7 Mn[2(1 - )Y el ] = - z(1 - € " Y2An{(2/A)[1 + (1 - )V} +
+7(1-ed) Y1 -1+e/e?]In[4(1 - e%)/e?] =
=—n(1-e3)"YIAn{[1 + (1 - eA)V?[2(1 - €%)] "} = solution 1.

We again have a coincidence with the earlier evaluations of the
considered integral.

Let us to proceed to the last remaining case in formula (16).
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Case Il: b =1/a. Subcase 4: |b| = 1/]a| > 1.

According to the deductions 1) and 4), we have a = a; = (1/e)[- 1 +
+(1-e’)Y?land b=h, = (1/e)[- 1 — (1 — e*)*?]. Note that b, = (1/e)[- 1 -
(1= - (1-e)" X1 - (1) T = (- Ue)(1 -1+ &)1 (1 -
—e)Vtze[-1+ @1 -’ = 1/ay, ie., b, = 1/a;. This result once
again affirms the consistency of our calculations.

T

(51) g[ln(l + ecosp)](1 + ecosp) ~* dg = solution 4 = — z(1 — e®) ~Y2n[1 + (a,)?] +

+ 271 +( by)?]11 — (bo)% ~In|1 — ay/by| .

Taking into account that 1 + (b2)® = 1 + (a,)? (see equality (44)) and
11— (02 =11-(a2) = 2(1 —e?)¥ 1 - (1 - e®)"?]~* (see equality (45)), and
also (1 —ay/by) = [1 - (a)’] = 2(1 - e»Y?[1 + (1 - 2" ?] =%, we find that in
this subcase:

T

(52)  [[In(1 + ecosp)](1 + ecosp) ~* dg = solution 4 =
0

=—7(1-ed) " YAn{(2/e?)[1 - (1 - AV} + 22{2[1 + (1 - DY [1 - (1 - )V ?]x
x[282(1 _ eZ)l/ 2] —1|n{2(1 _ e2)1/2[1 + (1 _ eZ)l/ 2] —1} -

=—n(1-e’)"YAn{(2/e*)[1 - (1 -eA)"} +

+r(1-e?) YA -1+ ed)e’lIn{4(1-e)[1+(1-e)?] 3=
=—n(1-e)""An{2[1 - (1-)"7[1 + (1 - e)"?][1 + (1 - e)"?][4e’(1 - )] 1}=
=—2(1-e))"YAn{(1-1+e)[1+ (1 -e)?[2e’ (1 -e?)] 1} =
=—2(1-e3)"YAn{[1 + (1 - )Y ?[2(1 - €%)] '} = solution 1.

The final conclusion is that for all cases/subcases we obtain identical
results. It is also easily checked, that the extension of the interval of
integration over the azimuthal angle ¢ from [0, ] to [0, 2x], simply leads to
a multiplying of the results by a factor of two. Therefore:

53) L) zfﬁln(l + ecosg)](1 + ecosp) " dp =
=—27(1-e®)"Y2An{[1 + (1 -e)Y[2(1 - )] .

It must be emphasized that the above derivations are performed
under the condition e(u) # 0. Bur the direct computation for Lo(0) gives a
zero value, because for this case In(1 + ecosp) = 0. The same evaluation
follows also from the formula (53), though it was established under non-
zero values of the eccentricity e(u). Consequently, we are able to apply the
evaluation (53) for Lo(e) for arbitrary values of e(u) belonging to the open
interval (- 1.0; + 1.0).
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2. 3. Analytical computation of the integral

Ki(e,eé) = ﬁln(l + ecosp)][1 + (e — é)cosp] ~* de

First of all, we note that the integral Kq(e), which does not depend

on the derivative ¢(u) = de(u)/du, is already calculated in [6]. According to
formula 865.44 in this handbook of formulas, we have:

(54)

Ko(e) Ez(f)fn(l + ecosyp) dp = 27 In{[1 + (1 — €2V ?]/2}.

Our main purpose in the present chapter is to find analytical

evaluations for the integrals Ki(e,¢), (i = 1, ..., 5), given by the definition
(4). For this reason, we rewrite formula (2) into the following, more suitable
form (see also the relation (14)):

(55)

(56)
(57)

(58)

(59)

I[In(l — 2acosp + a2)](1 - 2bcosp + b2~ dp =

= (1+b)[In(1 + az)]n{){l _[2b/(1 + b)]cosp} L dp +

+(1+b? 715{"1{1 — [2a/(1 + a®)]cosp}H1 - [2b/(1 + b*)]cosp} ~* dg =
= (1462 1[In(1 + az)]z[l + (e = d)cosg] L dp +

(141D -1Z[|n(1 + ecosg)][L + (e - é)cosg] " do.

We have used above the two substitutions:

- 2a/(1 +a°) =e(u), and

— 2b/(1 + b?) = e(u) - é(u).

We use also the result/formula 858.524 from Dwight [6]:

Zf[l +(e=d)cosp] tdp = [l - e — &) V2
Therefore:
(f[ln(l — 2acosp + a)](1 - 2bcosp + b?) " dg =

=—za[l-(e-¢)] Yin(1 +a%) +
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lbj<1
27 (1 +b%)[1-b% " tIn(l -ab*?); - , Jlal<1
Ib|>1
+ = or
lb| <1
2z (L+b)1-b% tnja-b*Y; A . laj>1
L|b|>1

The solution of the equation (56) gives two roots:
(60) & =[-1+(1-¢€*)""e,
(61)  a;=[-1-(1-e)"?.
The solution of the equation (57) also gives two roots:
(62)  by={-1+[1-(e-¢)1'*}(e-¢)
(63)  by={-1-[1-(e-¢)7'*}H(e-e).
The restriction |e(u)| < 1 implies that |a;| < 1 and |a;| > 1. From the
other hand, the restriction |e(u) — é(u)| < 1 implies that |b;| < 1 and |b,| > 1.
Let us find relations between the systems of roots {ai, a;} and {b1, b,},
respectively. From substitutions (56) and (57) follows that:
(64)  —2b/(1 +b%) +2a/(1 + &) = - é(u).
Multiplication of this equality by (1 + a?)(1 + b leads to a new
form of this relation:
(65) -2b(l+a’)+2a(l+b)=-¢(l+a’)(Ll+b) <=>
<=> —2b-2ba’+2a+2ab’+¢é+éb? + éa’ + éa’h? = 0.
If we consider the variable b as an unknown quantity, the later
equality may be regarded as a quadratic equation for b:
(66)  (ca’+2a+¢é)b?+ (—2-2ad)b+ (¢a’+2a+¢)= 0.
Taking into account the equality (56), we compute that:
(67) ¢a’+2a+eo=2a+é(l+a’)=2a+é(-2ale) = 2a(l - éle) = (2ale)(e - ¢).
Moreover:
(68) —2-2a’=-2(1+ad = 4dale.
Therefore, the quadratic equation (66) becomes (after dividing by
2ale):
(69) (e—é)b?+2b+(e—€)=0.
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The two roots of this equation are:
(70)  bi={-1+[1-(e-¢) 1" }e-9 ",
(7)) b={-1-[1-(e-&T""He-¢) "

In the opposite case, we also may consider the equation (65) as a
quadratic equation for the unknown variable a. Then we obtain the
following quadratic equation:

(72)  (eb*-2b+é)a’ + (2 + 2b%)a + (eh? - 2b + ) = 0.
We compute that (in view of the equality (57)):
(73)  ¢b?—2b+eé=-2b+é(1+b?) =-2b+é[-2bl(e-¢é)] =
= [ 2b/(e - é)](¢ + e — &) = — 2bel(e - é).
Moreover:
(74)  2+2b%=2(1+b% =—4bl(e-é).
Then, the quadratic equation (72) becomes (after dividing by —2b/(e —
-é)):
(75) ea*+2a+e=0.
The two roots of this equation are:
(76)  a=[-1+(1-e)" Y,
(77)  a=[-1-1-e)Yl.

We stress that the equations (24) and (75) are identical, and,
correspondingly, their roots (25) and {(76), (77)} coincide. But the situation
is different when we compare the quadratic equations (36) and (69).
Because, generally speaking, é(u) # 0, we have not coincidence between
these relations, and, consequently, their solutions are not identical. For this
reason, the notations {b;, b,} in the present chapter must not be confused
with the corresponding notations for the roots in the preceding chapter!
With this remark, we continue our investigation of the (possible) relations
between the two systems of roots {a;, a,} and {bs, b,}. In general, the
solutions of the equations (69) and (75) imply that we have four self-
consistent representations of the analytical expression for the integral

2n

Ki(e,e) = (J)[In(l + ecosp)][1 + (e — é)cosp] ~* dep. Namely: {ay, b.}, {a:, b2}, {a,, b} and

{az, b,}. We shall prove now that all these four solutions for K;(e,é) are
equivalent! In view of this purpose, we consider the following four cases:
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Casel:a;=[-1+(1-e)"?fe,by={-1+[1-(e-¢)]YHe-6)"1.
For this case |a;| < 1 and |bs| < 1. We have already computed that 1 +

+ (a1)? = (2/e”)[1 - (1 - %)Y ?] > 0 (see equality (38)). Further we calculate

that:

(718)  1+()?=1+{l+1-(e-¢)°-2[1-(e-¢)]'"}e-¢) %=
=2{1-[1-(e-¢)1""He-¢)%

The next evaluation is:

(79) 11— =1-(b)*=1-{l+1-(e—¢)*-2[1-(e—- &)/ He-¢) =
={(e-¢)-2+(e-¢) +2[1-(e-¢f]'*He-¢) *=
=2{(e-¢)*+[1-(e-¢)1"*-1}e-¢) "%

Further we have:

80) 1-ab=1-[e(e-&)] '[-1+(1-e) " {-1+[1-(e-¢)1'"} =
=[ee-¢)] He(e-9)-{L-[L-(e-¢) 1" - (1-€)"?+
+(1-e)"1-(e- ¢
Having available the above preliminary evaluations, we can write (in

accordance to the formula (59)):

81) (1/2)Ky(e,e) Ez[ln(l + ecosp)][1 + (e — é)cosp] ~* dg = solution a;b; =

=—a[l-(e-¢e) YiAn{2/e?)[1- (1-e)V} - 27r|;2/(e - é&)7]x
x{1-[1-(e-&)T"*H(e- )21 -[1 - (e - ¢)1"? - (e - ¢)°} '

xIn{fe(e — &) -1+ (1 - )2+ [1- (e - &))]V? - (1 - )" ?[1 - (e - ¢)"] *}x
x[ee-¢)] 1} =

=—a[l-(e-¢)’] An{(2/e)[1 - (1- &)} - 2{l - [1- (e - ¢)7]"*}x
x{1-[1-(e-e)T"%-(e-¢)} Un{{e’(e® +é*-2ee) +1+1—-e’+1-—

—(€*+ 6% —2e6) + (1—e”)(1—e?— &® + 2e0) — 2(e? — ed) + 2(e% —ee)(1 — 22 +
+2(e?-ee)[1- (e - &)Y -2(e* - ee)(1 - D)1 - (e - &)V ?-2(1-e?)V2 -
_ 2[1 _ (e _ é)Z)]1/2 + 2(1 _ eZ)l/Z[l _ (e _ e-)Z]l/Z + 2(1 _ e2)1/2[1 _ (e _ e-)Z]l/Z _

_ 2[1 _ (e _ e-)Z]l/Z + 2e2[1 _ (e _ e-)Z]l/Z _ 2(1 _ e2)1/2 _

- 21-e)'i(-e? - &+ 2e0)}ede - ¢)] ).

In the above derivation we have taken into account that the transition
of the integration over the azimuthal angle ¢ from the interval [0, z] to the
interval [0, 2x] gives exactly doubling of the result. That is to say:

(82) Ki(e,e) Ezﬁln(l +ecosp)][1 + (e — é)cosp] ' dg =

- Zi[[ln(l + ecosp)][1 + (e = é)cosg] " do.
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We also note that we shall use further the following equality:
@3) [L-(E-9T'H[1-(e-¢)1"?-1}=1-[1-(e-¢)]"*-(e-¢)’,
in order to transform the denominator of the second term in the relation
(81). In turn, we are able to perform a cancellation with the multiplier
{~{1- [1 - (e - ¢)1" %3} in the nominator. Combining the two terms into
one, we obtain:

(84)  solution asb; = 7[1 — (e — €)?]~ Y An{e®{4 — 6e? + 2e* + Bee — 4e®c — 26 + 2e%6* +
+(—4+4e%—6ec + 267 (1 — D)2 + (-4 + 4e® - 2ed)[1 - (e — &)V 2 +
+(4-2e"+2e9)(L- )1 - (e - )]V H2L - (1 - €)"Je’(e - 9} 1} =
=l - (e-¢)?] VaUn{{2 - 3e® + e* + e — 2e%¢ — & + e%6% +
+(—2+2e°—3eé+ ) (1-e?)V2+ (-2+2e? —ee)[1 - (e—&)I)]Y % +
+(2-€*+ee)(1-€)"°[1- (e - &))" H1-(1-€)"*Ie -6} 1.

It is interesting to check what will be the behaviour of the above
solution under the transition é(u) — 0. We compute that:
(85)  limsolution a;b; = m(1 — %) " Y2n{[2 -3’ +e* + (- 2 + 2e%)(1 - D)V 2 +
é(u) —0
+ (_ 2+ 2e2)(1 _ e2)1/2 +2_ eZ _ 2e2 + e4]{e2[1 _ (1 _ e2)1/ 2]}—1} —
=n(1-e%) "V 2n{2[2- 3¢’ + &' - 2(1 - ¢°)(1 - ) { e7[1 - (L - )V} '} =
=a(1-e) " VAn{2(1 -e)[2 -’ - 2(1 - )" J{e[1 - (1 - AV} 1}
We see that:
(86) [1-(1-e)Y?[1+(1-e)Y=1-(1-¢e*)=¢%
Consequently:
(87) [2-e&-2(1-e)V e [1-(1-e)'H 1=
- [2 _ eZ _ 2(1 _ eZ)l/Z][l + (1 _ e2)1/2] 71[1 _ (l _ eZ)l/Z] -2 -
- [2 _ eZ _ 2(1 _ e2)1/2][1 + (1 _ e2)1/2]—l[1 _ 2(1 _ eZ)l/Z + 1 _ eZ]—l -
=11+ (1-¢e%)Y7.

Substitution of (87) into (85) gives (see equality (42)):
(88)  lim solution a;b; = 7(1 — %) Y 2In{2(1 - e?)/[1 + (1 — e*)¥?]} = solution 1.
é(u)—0
Consequently:
(89)  lim (1/2)Ky(e,é) = (1/2)Lo(E),
éu)—0
as we expected to be, in order to have an agreement between the definitions
(3) and (4).
Casell:a;=[-1+(1-e)"Yle,b={-1-[1-(e-¢) 1Y }e-¢)"".
For this case |a;| < 1 and |b,| > 1. We evaluate that:

53



(90)

(91)

(92)

(93)

1+ (b’ =1+{l+1-(e-¢)+ Gl T} e-¢)"*=
=2{l+[1-(-97"}e-9 %
LB =(b) ~L1={1+1-(e-¢)’ +2[1-(e—-¢)]'*~ (- ¢&)He-¢) *=
=2{l-(e-¢)’ +[L-(e=& 1" He-&) " =2{{[1-(e-¢) 1"’} +
FL-E-¢1"He-¢) ?=2[1-(e-e) 1" {1 +[1-(e- &)1 }He-¢) 2
Further we compute:
1-(abp) =1 —[-1+(1-e)"?e-efef-1-[1- (e - &'} " =
={e+e[l-(e-¢))" -e+e(l-€)"?+c—é(1-e)"?}x
x{e{L+[L-(e-¢) ")} " =
={e(1-¢’)' +e[l-(e-e) 1" +é-é(l-e) " Hefl +[1-(e- '}
(1/2)K(e,é) = solution asb, = — z[1 - (e — ¢)°] Y 2In{(2/e))[1 - (1 - ?) 2]} +
+2r(e— ey {L+[1-(e-¢)T" Z}{2(e &1 - €-9 THL+[1-(-e) 2}}’1
xIn{{e(1-€")"? + e[1 - (e - ¢)’ ] +eé-é(l-e) ' He{l+[L-(e- é) T =
=a[l-(e—¢)’] Yn{e’{e’ —e* + e? —e¥(e® + ¢* — 2e0) + & + ¥ — % +
+2e%(1 -V 1 - (e - &) % + 2eé(1 — €22 - 2e6(1 — €%) + 2e¢[1 — (e — ¢)*]V 2 -
—2e6(1 - 62)1/2[1 —(e- e-)Z]l/Z _ Zéz(l _ e2)1/ 2}{262[1 -1- e2)1/ 2]x
x{L+[1-(e- e')z)” ¥ =
=7a[l-(e-¢)’] Van{{e? —e* —ec + 2e% + > — %’ + (ee — *)(1 - D)V 2 +
+ee[l—(e—-¢)T"2 + (e - ee)(1- )" [1 - (e - &) HIL - (1 - )" 7%
x{L+[1-(e-¢)1" 3} '}
In order to simplify the argument of the logarithm, we evaluate its

two multipliers:

(94)

(95)

(96)

(97)
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{[1-(1-e)" 1+ [1-(e-¢)] 1} ' ={1-[1-(e-¢)T"*}x
x{[1-(1-e)" {1+ [1-(e- €)1 " H1+[1-(e-¢)]'*}x
x{1-[1-(e-¢)]"2} "=
={1-[1-(e-¢) 1"’ HI1- (L-e)" {1+ [1-(e- ¢ 2}[1 Slr(e- =
={1-[1-(-¢]"He-91-1-e&) 2]{ 1+[1-(e-o7" "
{1-[1-(e-¢)]Y*H{e?—e'—ec+2e% + ® — %’ + (e¢ - *)(1-e )1’2
+ee[l—(e—e) Y%+ (e®—ed)(1 -V 1-(e-¢) 1"} = (e - &) (1 -+ ee) -
—(e-é’(l-e’+ed)(1-e)2—(e-e)’(1-eI)[1-(e-¢) %+
+(e-e)(1-e)"1-(e—¢)]"2= (e— (1 -’ +ed)[1-(1-€)"] +

+ (l _ e2)1/2[1 _ (e _ é)2]1/2[1 _ (1 _ eZ)l/ 2]} -
=(e-e&)[1-(1-e)'{1-e?+ee+ (1-eA)V[1-(e-¢)'?}.

Substitution of the above results (94) and (95) into (93) gives:
(1/2)Ky(e,é) = solution a;b, = [1 — (e — )]~ ¥?In{( e - &)7[1 - (1 — %)Y ?]x
x{1-e”+eé+(1-e)"[1-(e-¢)1'’H(e-¢)’[1- (1-e)]x
x{L+[1-(e-¢))' 1 3=

=afl-(e-¢é) Yian{{l-e*+ec+

+(1-e)"1-(e- T H1+[1-(e- 7" '}

It is easy to see that the transition é¢(u) — 0O gives the expected result:
lim solutionash, = lim[z[1 - (e — €)’] "Y2In{{1 - €® + e¢ +

é(u)—0 é(u) —0



(- - (- H1+[1-(e- 91"} ] =

=21 -e*)"YAn{2(1 - A[1 + (1 - DY~} = (1/2) Lo(e).

There arises the natural question: whether the coincidence of the
solution a;b; and the solution a;b, happens only in the limit ¢(u) — 0, or it
is due to the equivalence of these solutions in general ? We shall show that
the later situation is true. For this purpose, it is enough to check the equality
of the arguments of the logarithmic functions. In fact, this means to verify
that:

(98) {1+[1-(e-&)]"3{2-3e*+e" +3ee—2e%—¢* + %’ +
+(—2+2e°—3eé+ ) (1-e?)V2+ (-2 +2e? —ee)[1 - (e—&))]Y % +
+@2-e+eq)(1-e) ' L-(e-¢)] 7} =
=e?—e'—3e% + (- e? + e* + 2e¢ — 3e% — &% + 3e%? — ec”) (1 — )V 2 +
+(—e’+et+2e0-2e% -+ %N [1-(e-e)]Y?-2ec +3e% +ec® + * +
" (62 —Jeé + éz)(l _ ez)l/z[l —(e- e-)2]1/2]

(99) [1-(1-e)Y?)(e-e){1-e’+ee+(1-e)Y[1-(e-e)° Y’} =e®-e* - 2ec +
+3e% + 6% — 3e%% + (- e? + e* + 2e¢ — 3% — ¢* + 302 — ee’)(1—-e?)V 2 +
+(—e’+et+2e0-2e% - + %A1 - (e-¢) V% +
+ (€2 -2ec+ AL -V L -(e-¢)]Y2
The right-hand-sides of the above two equalities (98) and (99) are

equal, which, in turn, after all, implies the equivalence of the solution a;b;

(given by formula (84)) and solution a;b, (given by formula (96)).

Case lll: a,=[-1-(1-€)Yle,by={-1+[1-(e-&)']" e -¢) "~
For this case |az]>1 and |b;| < 1. We have already computed that 1 +

+ (a2)? = (2/e)[1 + (1 - ®)Y ?] (see equality (44)), which gives us the

opportunity to write the expression (59) into the form:

(100) (1/2)Kq(e,e) E;f[ln(l + ecosp)][1 + (e — é)cosp] ~* dg = solution asb; =

=—af1-(e-¢)’]"In{(2/e)[1 + (1 - €)1} - 22{1 - [1 - (e - )] ]}
x{1-[1-(e-€)T"*] - (e - &)°F 'Injap - by| =
=—af1-(e-¢)"] V*In{(2/e))[1 + (1 - e} I} + n{L - [1 - (e - &7]" *I}x
x{[1-(e-¢)1"* | {1-[1-(e-&)1?T¥ In(ap — by)* =
=a[1- (e - &)1 In{(e’/2)(az — by)’[1 + (1 - €)"*] '}
We take into account that:
(101) [1 + (l _ eZ)l/ 2] -1 - [1 _ (l _ e2)1/ 2] 2[1 _ (1 _ e2)1/ 2] —1[1 _ (1 _ eZ)l/ 2] —1><
x[l + (l _ e2)1/2] -1 — [2 _ eZ _ 2(1 _ e2)1/2]e—2[l _ (1 _ e2)1/2] —1.
(102)  (a-b)’={-1-(1-€e)"?Jfe-{-1+[1-(e-¢)]'*}e-¢) "} =
={(e-¢)(1-e)'2+e-é-e+e[l—(e-¢)]"}e Ye-¢) %=
={(e? + 6* - 2e6)(1 — €?) + &® + &% — e%(e% + ¢° — 2e¢) + (— 2eé + 26°)(1 - D)V 2 +
+ (26— 2e¢)(1 -1 - (e - €)Y ? - 2e¢[1 - (e - )]V %}e %(e—¢) %=
=2{e’—e*—ec +2e% + é* —e%* —é(e - ¢)(1 - D)V 2 +
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+e(e—ée)(1-e) " [1-(e-¢)"?—ee[l-(e-¢) 1" e %(e—¢) 2
Having in mind the above intermediate calculations (101) and (102),

we are able to rewrite the expression (100) in the following way:

(103)

(1/2) Ky(e,é) = solution ab; = 71 — (e — €)*] "Y' In{2e?[2 — €% — 2(1 — &%) ?x
x{e’—e* —eé +2e% + ¢* — e%* —e(e — ¢)(1 - D)V % +

+e(e—e&)(L-e)" 1 (e-&)]"? - ed[1 - (e - &))" }x

x{zeZ[l _ (1 _ eZ)l/ 2e2(e _ e-)Z}— 1} —

=a[l-(e-¢)*" 1’zln{{2 3e? + e* + 3e¢ — 2% — ¢* + €%

+(—2+2e —3eé+ %) (1-e)Y2+ (-2 + 2€? - ed)[1-(e- e) ]1’2+
+(2-e+ee)1-e) ' [L-(e- ¢ He-¢&) [L-(1-€)""] T} =

= solution a;b;.

To establish the equivalence of the solution ayb; with the solution

aib;, we have used the result (84).
Case IV:a,=[-1-(1-e)Y?)/e, b, ={-1-[1-(e - &) ]" (e -¢) "~
For this case |a;] > 1 and |by] > 1. Using the already computed
expression for 1 + (az)? (equality (44)), we have, according to formula (59),
the following solution for the integral K;(e,é):

(104)

(1/12)Ky(e,e) EZI[In(l +ecosg)][1 + (e — é)cosp] ~* dg = solution ab,=

=—af1-(e-¢)’]"VIn{(2/e*)[1 + (1 - €)1} + 2a[1 - (e - )] V7]

xInja; — 1/b,| = 21 — (e — ¢)%] ¥ An{(e%/2)(a, — 1/b,)’[1 + (1 —€*)Y?] "} =
=l -(e-¢)?1 YAn{(e¥2)[1 + 1 — * - 2(1 — €%)"?](ap — 1/by)*x

X[l _ (1 _ eZ)l/ 2] —1[1 _ (1 _ eZ)l/ Z] —l[l + (1 _ eZ)l/ Z] —l} —

= a1l (e—¢)?]1 Y iAn{(e¥2)[2 - e® - 2(1 - €)Y ?*|(a, — /b)Y [1 — (1 - €?)Y?]*
x(1-1+e’)" '}

It remains to calculate the multiplier (a; — 1/b,)? in order to finish

the evaluation of the integral Kj(e,é) in this last Case 1V.

(105)

(106)

56

(a2 — Ubp)’ ={[-1-(1-€))"*)fe— (e - e){-1- [1-(e- Y Y =
={[1+(1-e)" {1+ [1-(e-¢)T"*}—e(e-¢)fe *{L+[1-(e—-¢)T"?} 2=
— {1_ez+ eé + (1—62)1/2 [1-(e-é) ]1/z+ (1-e )1/2[1 (e ) ]1/2><
xe {1+ [1-(e-e)" %} =2{2-3e’ +e" +3ec — 2% — ¢® + e%6* +
+ (2-2e+3e6-°)(1-e)Y2+ (2-2e% +ee)[1— (e — &) 2 +
+(2-2e*+ee)(1-e) 1-(e-e) M Fe {1+ [1-(e-¢)V 3} 2
Substitution of the above equality into (104) leads to:
(1/2)Ky(e,é) = solution a,b, = 7[1 — (e — €)*] ¥ 2In{2[2 - &% - 2(1 — e’V %x
x{1-[1-(e-¢) " ¥{2-3e* +e* + ec — 2e% — &° + e%6° +
+(2-2+3ec- A1 -2+ (2-2" +ed)[1 - (e— &)Y ? +
+(2-2e"+ee)(1 -1 - (e-¢)1Y 2}gzez[l - (1-e)Yx
x{L+[1-(e-e) 1" FH{1-[1-(-¢1"3 1,



where we have multiplied both the nominator and the denominator of the
argument of the logarithm by the same multiplier {1 - [1 - (e — ¢)*]¥ %}%.

We also have the equality:

(107) {1+[1-(e-& 1P {1-[1-(-¢&)1" ¥ =[1-1+E-¢)T=(-9"

After some tedious algebra, we arrive at the final expression for
Kl(elé).

(108)  (1/2)Kqy(e, e)—solutlon azbz—ﬂ[l (e— e)]‘”zln{e (e e) {2-3e*+e*+
+3e6-2e% - ® + % + (-2 + 2e° - 3€e+e)(l e)
+(-2+2e%—ed)[1-(e-o) Y%+ (2-e*+ee)(1-e )1’2[1 (e — &)Y %

x{e’(e — &)[1 - (1 - €)Y ?]} 1} = solution a;b;.

In this way, we obtain that for all the possible cases, prescribed by
the formula (59) for the different combinations {a;, b;}, (i, j = 1, 2) of the
roots a, a, by and by, the solutions for the integral Ki(e,é) are equivalent.
Of course, it is reasonable to check whether these evaluations remain valid
under these values of the variables e(u), ¢(u) and e(u) — é(u), when we strike
with nullification of some of the denominators in the intermediate
calculations. For example, if e(u) = 0, we have that:

(109)  K4(0,¢) Ezﬁln(l)](l +écosp) tdp =0.

At the same time, from formula (84) (describing the solution a;b;),
we may evaluate the factor in the argument of the logarithmic function,
which is associated with the “peculiar” behavior under the limit transition
e(u) — 0. Omitting the multiplier 1/(e — €)%, which tends to 1/é%, when e(u)
— 0, we have to compute the following limit:

(110)  lim{{2—3e*+e* +3e¢ — 2% — ¢® + e%6° + (- 2 + 26> = Be¢ + %) (1 - )V ? +

e(u)—0

+((2 2+26°—ed)[1-(e-e)" 2+ (2-€ +ee)(1-eH)"?[1 - (e - &) 2}x

x{[1-(1-e)"

Because for the denominator we have:

(111)  lim{o/de[1 - (1 -€?)Y?]} = lim[e(1 - e*) ~Y?] =0,

e(u) =0 e(u) —0
(112)  lim{oloe[e(1 —e®) Y} = lim[(1 -e?) Y2+ e’(1-e?) ¥ = 1.
e(u) —»0 e(u)—0

This means that if we want to evaluate the expression (110) by
means of the L Hospital’s rule, we need to apply it two successive times. It
is easily verified that the conditions for such an approach are fulfilled. In
fact, we have to calculate the second derivative of the nominator in the
equality (110), and than to take the limit e(u) — O.
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(113)  lim{6%/0e*{2 — 3e* + e* + 3e¢ — 2e% — &% + %6° +
e(u)—0
+(—2+2e*-3ee+ ) (1-e)V2+ (-2 +2e*—ee)[1 - (e - )]V % +
+(2-e’+ee)(1 -1 - (e - ¢)’1M %} = lim{dloe{- 6e + 4e’ + 3¢ — 6e% +
e(u) —0
+2e6’+ (4e-30)(1-e)V2+ (2e—2e° + 3?6 —ed®)(1-e?) V2 +
+(de-o)[1-(e-¢)]M2+ (2e — 2% — 26 + 3e% —e))[L— (e - ¢)?] Y2 +
+(-2e+e)1-e)1-(e-¢)]Y? + (- 2e + e — %) (1 — %) "V ?x
X[1-(e-e) ] 2+ (-2e+ 3+ 26— 2% +ed®)(1-e?)V’[1-(e-¢)?] Y2} =
= lim{— 6 + 12e* — 12e¢ + 26° + 4(1 — €*)? — (4e - 3e)e(1 —€?) V2 +
e(u)—0
+(2-6e?+6ec—¢%)(1-e?) Y2+ (2e — 2% + 3e%e —ec?)e(l-e?) Y2 -
—(4e-¢)(e-e)[1-(e—¢)°] Y2+ (2-6e’+6ec—e)[1—-(e—¢)°] Y2+
+(2e—2e°—2é + 3’6 —ec’)(e— &)1 - (e - )7 ¥%-
_ 2(1 _ 62)1/2[1 _ (e _ é)2]1/2 + (Ze _ e)e(l _ eZ) —1/2[1 _ (e _ é)Z]l/Z +
+(e-¢é)(e-e)(1-e)"1-(e—e)] V2 +
+(-2+3e?-2e6)(1-e) "Y1 -(e-&)]Y? + (- 2e + e — e%)e(1 - €?) ~¥/2x
x[L-(e-e) ] 2+ (-2e+e®—e%)e—-e)(1-e) Y l-(e-¢)] Y2+
+(-2+3e’—dec+ (1 -e)V1-(e-0¢)] V2=
—(-2e+e®+26-2e% +ecd)e(l-e%) Y2+
+(-2e+e3+26-2e% +e®)e-e)(1-e)Y[1-(e-¢)] ¥%} =
- _ 6 + 2@2 + 4 + 2—é2 + 4(1_6-2)1/2_6-2(1_8-2)71/2 + (2_6-2)(1_8-2)71/2_
_ 2(1 _é2)1/2 + 62(1 _ éZ)fllz_ 2(1 _e-Z)l/Z + (_ 2 + eZ)(l _ éZ)fl/Z_
_ 262(1 _ 82) 71(1 _ 82) -1/2 - e-Z.

Consequently (using two times the L’Hospital’s rule), we have:

(114)  {lim(e — &) *Him{[1 - (1 —e?)Y?] {2 - 3e? + &* + 3ee — 2% — &* + %* +

e(u)—0 e(u)—0

+(-2+2e°—3ec+e))(1-e)V2+ (-2 +2e%—ee)[1 - (e—e) V2 +
+(2-e?+ed)(1-e)Y[1-(e- &)Y} = (1/6%)e* = 1.

It seems out that the argument of the logarithm in the solution ajb;
approaches unity, when e(u) — 0, and, correspondingly, the value of the
logarithm approaches zero. This is in agreement with the direct computation
of the integral K;(e,¢), when e(u) = 0 (see equality (109)).

As regards to the situation when e(u) — é(u) = 0 (this possibility is
excluded a priori by hypothesis during the calculation of the expression
(84)), a direct computation of the integral K;(e,é =€) gives:

(115)  (1/2) Ky(e,e =€) E;I[In(l + ecosp) dp = = In{[1 + (1 - e%)Y?]/2}.

Here we have used formula 865.44 from Dwight [6], setting inita =
=1 and b = e(u), and taking into account that for the all parts of the
accretion disc e(u) is less than unity (by absolute value).The transition e(u) —
— é(u) — 0 may be attained in two ways: (i) by fixing ¢(u) and letting e(u) to
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approach é(u), and (ii) by fixing e(u) and letting ¢(u) to approach e(u). If we
apply these two methods to the expression (84), drawing the
correspondingly times the L’Hospital’s rule for revealing of indeterminacies
of the type 0/0, we shall obtain a result which is identical to the relation
(115). This means that the formula (84) can be useful also in the case when
e(u) — é(u) = 0, despite it was derived under the rejection of the later
equality. It is important only to remember that in this “peculiar” case it is
necessary to perform the limit transition e(u) — é(u) — 0. This transition
gives also a continuous passage of the integral K;(e,é) through the point

e(u) — é(u) = 0. We shall not write here the tedious computations, which
prove the above statements. We restrict us only to mention that they are
valid, in order to underline that the formula (84) (respectively, solution a;b;
= solution a;b, = solution asb; = solution asby) is not limited by any
restrictions, imposed by the values of the eccentricity e(u) and its derivative
é(u) = de(u)/du. Of course, the quantities e(u) and ¢(u) oneself must obey
the three inequalities |e(u)] < 1, |é(u)] < 1 and |e(u) — é(u)| < 1. They are
induced by the properties of the considered elliptical accretion disc model
[1], as mentioned earlier. To end this chapter, we write into the final form
the analytical expression for the integral Ki(e,¢). Taking into account that
the transition of the integration over the azimuthal angle ¢ from the interval
[0, #] to the interval [0, 2x] simply leads to a doubling of the result, we are
able to give the following analytical formula:

(116) Ky(ee) Ejfln(l +ecosp)][1 + (e — é)cosp] "t dp =

=27[1 - (e — 6)°] Y2In{{2 - 3e? + e* + 3e¢ — 2% — &® + €% +
+(-2+2e°—3eé+ ) (1-e?)V2+ (-2 + 287 —ee)[1— (e — )]V % +
+(2-e?+eo)(1-€)"[1-(e-¢)]" He-&) 1 -(1-e)"] '}

3. Conclusions

In the present paper we have moved one step more towards the
revealing of the mathematical characteristics of the dynamical equation. The
later determines the spatial structure of the stationary elliptical accretion
discs, according to the model of Lyubarskij et al. [1]. More concretely, it is
shown, that we are able to perform analytical evaluations of two kinds
of integrals, which are functions of the eccentricity e(u) and its derivative
é(u) = de(u)/du. Namely, these are Li(e,é), (i =0, ..., 3) and Kj(e,é), (J = 1,
..., b), defined by the equalities (3) and (4), respectively. It is possible to
calculate analytical expressions for the integrals Li(e,é), (i = 1, 2, 3) through

59



recurrence relations, under the condition that both the lower order (in the
sense of the indices i and j) integrals Li(e,é) and K;(e,é) are already known.
About the computation of the integrals Kj(e,é), (j = 1, ..., 5) the situation is
slightly different. There is not need to know the expressions for Li(e,é),
(i =0, .. 3), but only these for the other integrals Kn(e,e), (m = 1, ..,
j — 1). In preparation to solve the so mentioned two kinds of integrals, we
have computed the “initial” integrals Lo(e) and Kj(e,é), which are
recognized to serve as starting points for the established recurrence
relations. The complete set of analytical solutions for the integrals L;(e,é),
(i=1, 2, 3)and Kj(e,é), (j = 2, ..., 5) will be expressed in a forthcoming
paper [7]. Until now, we have traced out the way to reach the determination
of these analytical formulas. As follows from the evaluations of Lo(e) and
Ki(e,e), we strike with somewhat tedious calculations of these two integrals.
But nevertheless, they lead to the pleasurable conclusion that all possible
combinations of the permitted values of the parameters give identical
solutions for the integrals Lo(e) and Ki(e,é). This property, i.e., the
uniqueness of the solutions, obviously facilitates our task to find the
analytical solutions of the integrals Li(e,é), (i =0, ..., 3) and Kj(eé),
g=1.,5).
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AHAJIMTUYHO NNPECMSATAHE HA JIBA UHTEI'PAJIA,
BB3HUKBAIIIUA B TEOPUATA HA EJIMIITUYHUTE
AKPEIIUOHHMU JUCKOBE. Il. PEHIABAHE HA HAKOHU
CIIOMAT'ATEJIHUTE UHTEI'PAJIM, CbABPKAIIIN
JJOTAPUTMHUYHU ®YHKIUU B CBOUTE UHTEI'PAHIU

A. lumumpos

Pe3ome

Ta3u cTaTha € 4acT OT H3CIICABAHUATA, TPETUPAIIN MaTEMAaTHICCKaTa
CTPYKTypa Ha cmayuonapHume eIANTHYHN aKPEIUOHHH JTUCKOBE B MOJIEINA
Ha Jlro6apcku u ap. [1], T.e., JUCKOBE PU KOMTO BCUYKH AICUIHU JIMHUH HA
OpOUTHTE HA YACTHIIUTE JICKAT BHPXY €IHA U ChIlla IpaBa JUHUA. | TaBHATa
OTIIMYUTCIIHA Y€pTa Ha BB3NPUCTUA HOAXO0H € Ja CC HaMCpAT JIMHEWHU
3aBUCHMOCTH MEKIy MHTETPAJMTE, BJIM3AIIM B TOBa ypaBHeHue. Te e HU
Jagar BB3MOXKHOCT Ja eJIMMHHHpaMe Te3d CIoXHH (M M300I10 Ka3aHo,
HCM3BECTHH B aHAIUTHYCH BUA) (QYHKIMU Ha ekcueHtpuiurera e(U) u
HeroBarta npousBojHa é(U) = de(u)/du Ha opbutute. Tyk U = In(p), kbaETO
P ¢ (GOKaTHMAT MapaMeThp Ha OpOMTaTa Ha CHOTBETHATA YaCTHIA OT
aKpeIMOHHUS JTUCK. B TedeHHWe Ha mpolleca Ha peajM3HpaHe Ha Tasu
nporpama, Hue ce cOIbCKBaMe ¢ He0OOXOIMMOCTTA J1a HAMEPUM aHATUTHYHH
OILICHKMU 3a IBa BUa I/IHTeI‘paHI/I:

x[1 +( - é)cosp] ~ ' dp, (j = 1, ..., 5). B HACTOAIIETO W3C/IeABaHE, HUE HAMHPaMe
PEKYPEHTHH CBHOTHOIICHHs, J[JaBallli HH BB3MOKHOCT Jla HM3YHCIHM
unrerpanure Li(e,é), (i =1, .., 3) npu ycaoBue ue unrerpanure Li1(e,é) u
Ki(e,é) ca Beue nzBectHu. OOpatHO, n3uncineHusaTa Ha uarerpaaute Kj(e,é),
g =1, ..,5), upe3 peKypeHTHU 3aBUCUMOCTH, He U3UCKEAM 3HAHHETO Ha
aHATUTUYHKUTE perieHus Ha uHTerpanute Li(e,é), (1 = 0, .., 3). C ornexn Ha
¢axkra, ye unrerpaaure Lo(e) (toii He 3aBucu ot é(U)) u Ki(e,é) cmyxar
KaTo “OTHpaBHU TOYKU~ B CHOTBETHUTE PEKYPEHTHHM CHOTHOILIEHUS, HUE
CME HaMEpWIU aHAJIWTHYHM H3pa3d 3a TAX. PelraBaHeTo Ha MbJiHATA
cucTeMa OT aHANUTHYHM oneHkH 3a Li(eé), (i = 1, ..., 3), u Kj(e,é), (j = 2,
...,D), e O6wp1e aaxeHo apyrazae [7].
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Abstract

The ground level enhancement (GLE) of cosmic rays (CRs) on December of 13,
2006 is one of the biggest GLEs in 23rd cycle (behind GLE 69 from 20 January 2005 only)
in minimum phase of solar cycle. The greatest maximum was recorded at Oulu Neutron
Monitor Station (92.1 %), i.e. the maximum of GLE70 was recorded at sub-polar stations,
which shows that the anisotropy source was located near the equator.

Here we compute in details the ionization effects in the terrestrial middle
atmosphere and ionosphere (30-120 km) for various latitudes. The computation of electron
production rate profiles q(h) is according the operational model CORIMIA (COsmic Ray
lonization Model for lonosphere and Atmosphere). This improved CR ionization model is
important for investigation of the different space weather effects. The influence of galactic
and solar CR is computed with the new version of CORIMIA code, which is with fully
operational implementations. The solar CR spectra are taken from recent reconstructions
from ground based measurements with neutron monitors. Hence we compute the time
evolution of the electron production rates g(h) in the ionosphere and middle atmosphere.

The cosmic rays determine to a great extent the chemistry and electrical
parameters in the ionosphere and atmosphere. They create ozonosphere and influence
actively the stratosphere ozone processes. But the ozonosphere controls the meteorological
solar constant and the thermal regime and dynamics of the lower atmosphere, i.e. the
weather and climate processes.
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1.Introduction

The relativistic solar energetic particles (SEP) cause an excess of
ionization, specifically over the polar caps and sub-polar latitudes, but also
over the high middle, respectively low middle latitudes, i.e. the SEP
influence has global and planetary character. The cosmic ray induced
ionization rate will be estimated from the particle flux using the basic
physics of ionization in air, an appropriate atmospheric model and realistic
modeling of cascade process in the atmosphere [1, 2]. The detailed study of
ion production in the ionosphere and atmosphere is important, because it is
related to various environmental processes in the space weather and
atmospheric physics and chemistry [3].

The solar cycle 23 (May 1996 - January 2008) have provided
altogether 16 GLEs (Ground Level Enhancements)
(http://cosmicrays.oulu.fi/ GLE.html), which are some of the largest SEP
events in the history of CRs, namely the Bastille day event on 14 July 2000
(GLE 59), Easter event on 15 April 2001 (GLE 60), October-November
2003 Halloween events (GLEs 65, 66 & 67), the enormous GLE 69 on
January 20, 2005 and the last event from the cycle on 13 December 2006
(GLE 70). This event occurred during the decline phase of solar cycle 23 in
conditions on the Sun and in interplanetary medium appropriate to a solar
minimum, however it refers to large events. This event was related to
X3.4/2B flare with the coordinates at the Sun S06 W24. The flare was
accompanied by radio bursts of types Il and 1V and by a halo type coronal
mass ejection (CME). The GLE 70 on 13.12.2006 during the initial phase
showed a large anisotropy [4] and the duration of the event of neutron
monitor energies was approximately 5 hours.

The present paper shows the results from CORIMIA (COsmic Ray
lonization Model for lonosphere and Atmosphere) programme [3, 5, 6] with
application to the GLE 70 on December of 13, 2006.

2. Determination of differential spectra of Solar Energetic Particles

The SCR spectra at different moments from the event onset, namely
03:00 UT(initial phase), 04:00 UT (main phase) and 06:00 UT (late phase)
are assumed as power law:

D(E)=J,E”

They are reconstructed on the basis of ground based neutron monitor
measurements (www.nmdb.eu) according [7] (see Table 1).
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Table 1. Rigidity spectra of SEP assumed for ion rate production during

GLE 70 [7]
Time UT Jo[m?stsrt GV y
03:00 78550 3.77
04:00 203100 6.75
05:00 181750 7.76

We take experimental spectra from the GLE 70 event on 13
December 2006 [7, 2]. We transform the spectrum D(R)=KR™ in its new
form D(Ex)=K'(Ex)R™.The latter is suitable for calculations with CORIMIA
model [3]. The measurement units are transformed in the new form as
follows:  particles/(m?.s.st.GV) become particles/(cm?s.MeV) by
multiplication with normalizing factor 27/(10%) and application of the
formula E=f(R)[MeV] [8] where Ex is kinetic energy of the penetrating
cosmic rays. For two characteristic points Ex;(R1) and Exz(R2) at lower and
higher energies we calculate spectrum values D(R;) and D(R;). Then the
following nonlinear system of equations is solved towards K’ and gamma’:

D(Rl): K'Ekl(Rl) _rY1

D(Rz): K'Ekz(Rl) -

On this way we obtain the new transformed spectrum
D(Ex)=K'(Ex)™. The calculated CR spectra for the case under consideration
are presented in Fig. 1.

Differential spectra of CR particles during GLE 70 at 03:00, 04:00 and 06:00 UT
; —— ; .

06:00 UT
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Fig. 1

3. Electron production rate profiles during GLE 70

The ionization production rate during GLE 70 on 13 December 2006
is calculated as a superposition of ion rate due to SEP and to the permanent

64



flux of GCR. The ionization rate due to GCR is computed considering
parameterization based on force field model [9, 10]. The atmospheric
simulations are fulfilled considering winter atmospheric profile, which
allows a detailed and realistic description of ionization profiles in specific
conditions. We apply our operational programme CORIMIA (COsmic Ray
lonization Model for lonosphere and Atmosphere). In the final version of
the applied model an approximation in 5 characteristic energy intervals of
the Bohr—Bethe—Bethe function including charge decrease interval is used.
For the first time we present these quantitative and qualitative appreciations
of the SCR fluxes impact from these Solar Particle Events (SPE) on the
ionosphere and middle atmosphere (30-120 km). Unlike the cases of
galactic cosmic rays (GCR), SCR differential spectra vary essentially in
time during the course of the investigated event. Also SCR fluxes differ
from one another for different events. The profiles behavior is explained
taking into account the structure of the CORIMIA programme.

The production rate is computed for different rigidity cut-offs,
namely 1 GV, 3 GV and 5 GV corresponding to sub-polar and polar
latitude, high middle, and respectively low middle latitudes. The obtained
production rate at 1 GV rigidity cut-off is presented on Fig. 2. Accordingly,
the ion production rate is plotted on Fig. 3 for 3 GV rigidity cutoff and Fig.
4 for 5 GV rigidity cut-off. As was expected the maximal effect is observed
at polar and sub-polar regions (Fig. 2).

Eleciron production rate q(h) caused by GLE 70 for 1 GV

Electron production rate qih) {em’s™"y

Fig. 2
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Electron production rate q(h) caused by GLE 70 for 3 GV

Electron production rate q(i) (em™s™)

Fig. 3

Flectron production rate q(h) caused by GLE 70 for 3 GV

Electron production rate q(h) {em’s ™y

Fig. 4



4. Analysis and conclusion

Ground Level Enhancements are more likely to occur when the Sun
Is very active. The investigated GLE was a maverick. It occurred near solar
minimum, but it was a large event by historical standards, with a peak
increase exceeding 90% at some stations - f.e. the ground level neutron
monitor Oulu, 5 min average, detected count rate increase by 92%.

The obtained results are important for improvement of recent models
of cosmic ray induced ionization and the studies of solar-terrestrial
influences and space weather. The cosmic rays determine to a great extent
the chemistry and electrical parameters in the ionosphere and atmosphere.
They create ozonosphere and influence actively the stratosphere ozone
processes. But the ozonosphere controls the meteorological solar constant
and the thermal regime and dynamics of the lower atmosphere, i.e. the
weather and climate processes. This hypothesis of the solar- terrestrial
relationships shows the way to a solution of the key problems of the solar-
terrestrial influences.

Acknowledgements: One of the authors (S.A.) is supported under
contract: Ne BG0O51P0001-3.3.06 0051.
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WU3CJIEJABAHE HA MTOHM3ALMSITA B CPEJHATA ATMOC®EPA
10 BPEME HA CbBUTHETO GLE 70 OT JEKEMBPH 2006
MOCPEJICTBOM MOJIEJIA CORIMIA 1 HOPMAJIN3UPAHE HA
CNIEKTHPA HA KOCMUYECKUTE JILYA

II. Beaunoe, C. Acenoecku,/I. Mamees, E. Bawmuniok, A. Muwes

Pe3rome

Cooutnero GLE (Ground Level Enhancement) na Kocmuueckute
apun (CRS) ot 13 nekemBpu, 2006 roj. € €IHO OT HA-MOIHUTE CHOUTHS 32
U3MHHAINS 23-TH CITbHYEB IUKBJI (€IMHCTBEHO MPeaXxoqHOTO choutne GLE
69 ot 20 Suyapu, 2005 e mo-momHO OT Hero). Haii-rosieMusiT MaKCUMyM
(92.1 %) Geme peructpupan oT HeyTpoHHHs MonuTop B Oymy (Oulu
Neutron Monitor Station), Toect makcumyma Ha GLE 70 Gemre peructpupan
OT CyO-TIOJISIpHA CTaHIMs, KOETO IMOKa3Ba, Ye aHM3OTPOIHHIT U3TOYHHK €
JIOKaJIM3UpaH B OJIM30CT O €KBaTOpa.

Tyk Hue paeraillHO uH3UUCIsIBAaME HOHM3ALMOHHUTE €(QEeKTH B
cpennara armocdepa u onocdepa (30-120 kM) 3a pa3iIMyHE T€OMarHUTHU
HIMPUHH, KaTO BB3JICHCTBUETO HA rajlakTHYHUTE KocMudecku Jibun (GCR) u
cpHYeBHTe eHepreTrudu yactuiy (SEP) ca npencraBenu otaenso. Tesu
W3YHUCIICHUS Ca HANpaBeHU mocpenctBoMm omnepannoHHus MoaenCORIMIA
(COsmic Ray lonization Model for lonosphere and Atmosphere), upes
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KOMTO 3HAYUTEIIHO CE€ YyBEJIUYaBaT BBH3MOXXHOCTHTE HU 3a U3CJICJBAHE Ha
pa3IMYHM MPOSABJICHUS HA KOCMUYECKOTO Bpeme. CIIEKTPHUTE Ha CBHUCBHUTE
CHCPreTUYHH YACTHLIM Cca TOJIYYCHH TPU  PEKOHCTPYKIUH  Ha
CKCIIEPUMCHTAIHA JIJaHHM OT HEYTPOHHM MOHHUTOpH. Upe3 W3Ioj3BaHe Ha
pa3inYHU CIEKTPH HW3MECTCHH BBB BPEMETO 3a IOTOKAa OT CIIbHYEBU
CHEPreTUYHH YaCTHIM, HUC CME MPEICTaBWJIM BpEeMeBaTa €BOJIIONHMS Ha
enextponHara npoaykiwms g(h).

CbBpeMEHHHUTE H3CIICABAHMS ITI0Ka3BaT, Y€ KOCMHUYECKHUTE JIHUU
(KJI) ca emuH OT OCHOBHHTE (AKTOPH B XUMHUYHUTE U CICKTPUUYCCKH
mpouecu B armocepara u ionocepara Ha 3emsaTta. KJI BIussIT BBpXY
o0pa3yBaHETO Ha O30Ha B aTMmocdepara, KOETO IUPEKTHO TI'M CBBbpP3Ba C
KJIMMaTHIHUTE MTPOIIECH.

69



Bulgarian Academy of Sciences. Space Research and Technology Institute.
Aerospace Research in Bulgaria. 25, 2013, Sofia

GEOEFFECTIVITY OF SOLAR CORONAL HOLES WITH
DIFFERENT MAGNETIC FIELD POLARITY

Maria Abunina’, Anatoly Abunin®, Anatoly Belov', Sergey Gaidash?,
Yordan Tassev?, Peter Velinov?, Lachezar Mateev?, Peter Tonev?

'Institute for Geomagnetism, lonosphere and Radiowave Propagation (IZMIRAN),
Russian Academy of Sciences, Troitsk, Moscow Region
e-mails: abunina@izmiran.ru, abunin@izmiran.ru, gaidash@izmiran.ru,
abelov@izmiran.rssi.ru
ZSpace Research and Technology Institute — Bulgarian Academy of Sciences
e-mails: yktassev@bas.bg, pvelinov@bas.bg, Inmateev@bas.bg, ptonev@bas.bg

Abstract

The coronal holes (CH) are sources of high-speed flows of solar wind, and, in its
turn, are one of the main sources of geomagnetic disturbances. The coronal holes differ
very much one from another and their geoeffectivity varies in a wide range. In this paper
we implement a study to answer the question how the coronal holes characterized by
different location on the Sun and by their polarity influence the geomagnetic activity. We
considere several tens of coronal holes observed in a few recent years, and separate them
into groups by the solar latitude and their polarity. A conclusion is made that the trans-
equatorial group is the most effective one, and that almost all coronal holes in this group
have a negative polarity. Less, but yet sufficiently effective, are the holes of negative
polarity at north latitudes and those of positive polarity at south latitudes. The much
smaller number of coronal holes of opposite polarity (CH of negative polarity in south
hemisphere and CH of positive one in horth hemisphere) are less effective.

1. Introduction

The coronal holes are extended regions in the solar corona where the
density and temperature are lower than other places in the corona. The
weak, diverging and open magnetic field lines in coronal holes extend
radially outward. The high speed path of the solar wind streams out from
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coronal holes. The low density of the gas makes this parts of the corona
appear dark in extreme-ultraviolet and soft X-ray images of the Sun, as if
they were a hole in the corona [1, 2].

The investigation of the coronal holes properties and behavior is
connected before all with their effects at the Earth. The studies which are
related to the coronal holes positions as well as to the flow, polarity and
solar wind [3] velocity are really very important. Some models are
developed for prediction of the solar wind from coronal holes [4].

The model is based on the position and the magnitude of the solar
coronal holes. Some studies are proposed concerning the quantitative
analysis of the quadruple component of the magnetic field [5]. By means of
this method the magnetic field poles are determined and therefore the
coronal holes behavior as well as their appearance and motion. It is assumed
that the coronal holes position follows the magnetic field poles motion. All
these and also other investigations consider before all the coronal holes,
their behavior and structure or the solar wind from them. But these studies
do not connect directly the coronal holes with the geophysical activity.

The goal of the present work is to investigate the geoeffectivity of
solar coronal holes in dependence on the polarity of the corresponding
magnetic fields.

2. Data and methods

The data base for Forbush-effects and interplanetary disturbances
developed in IZMIRAN [6] is used by us in order to chose events in which
the coronal holes (CH) have influence on the Earth’s magnetosphere. 53
events in the period 2011-2012 were chosen, such that a well recognized
coronal hole was the source of geoeffectivity in each case. We considered
the coronal holes with respect to their polarity and the location on the solar
disk. The enumeration and location of the CH we obtained from the site [7],
and the polarity was retrieved from data taken from [8].

3. Discussion of the results

We considered 53 events whose sources were coronal holes on Sun.
We found 12 coronal holes of negative polarity in the northern solar
hemisphere; 16 CH of positive polarity in the southern solar hemisphere; 21
coronal holes crossing the equator (19 of them - of negative polarity, and
only 2 — of positive polarity); and 4 untypical coronal holes (3 of them of
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negative polarity in the southern hemisphere, and one of positive polarity in

the north hemisphere).

Table 1. Average characteristics of the geomagnetic activity and of the

interplanetary space in studied events

Location N S C N/S

Polarity - + -/+ +-

Number 12 16 21 4

Forbush effect 1.01+0.13 0.81 +0.09 1.00+0.10 1.15+0.25
Kp_max 3.83+0.35 3.62 £0.23 427 +0.21 3.16 £ 0.35
Ap_max 29.83 £ 6.27 24.63 £3.71 35.52 +4.38 17.25+3.75
Vinax 547.3+36.4 524.1 £15.0 572.6+22.1 498.5 + 83.9
Dstiin -34.0+4.6 -219+3.3 -32.6+3.8 -158+24

Southern Polar CH

le and active region map (solen.i

DO (HMII, HMIB, AlA 193 23:45 UTC on January 30, 2011

Fig.1. A case of a northern coronal hole of negative polarity of its magnetic field
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The coronal hole CH435 demonstrated in Fig.1 passed through the
solar central meridian on January 30 - February 1, 2011, and the related
geomagnetic effect was observed on the Earth on February 4-8. This hole
created a Forbush-effect of magnetude 1.5%, as well as a small geomagnetic
storm (Kp-index was 6-, and Dst-index reached —56 nT). The maximal
velocity of the solar wind was 647 km/s.

STAR coronal hole and active region map (solen.info)
Image sources: SDO (HMII, HMIB, AlA 193) at 23:57 UTC on September 1, 2011

Fig. 2. A case of a southern coronal hole of positive polarity of its magnetic field

The coronal hole CH474, shown in Fig. 2, passed through the solar
central meridian on September 1, 2011, and the related geomagnetic effect
on the Earth was observed on September 4-8. This hole caused a Forbush-
effect of magnetude 0.7%, and was accompanied with a small disturbance of
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the geomagbnetic field (Kp-index was 3; Dst-index was —20 nT). The
maximum velocity of the solar wind was 441 km/s.

Fig. 3. A case of a trans-equatorial coronal hole of negative polarity
of its magnetic field

The coronal hole CH515 demonstrated in Fig. 3 passed through the
solar central meridian on May 5-7, 2012, and the related geomagnetic effect
was observed on the Earth on May 8-12. This hole created a Forbush-effect
of magnetude 1.9%, as well as a small geomagnetic storm (Kp-index was
5-; Dst-index reached —42 nT). The maximum velocity of the solar wind
was 638 km/s.
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Fig. 4. The average geoeffectivity of the coronal holes in different groups.
The horizontal lines correspond to the average value of the Kp index
for each group of coronal holes

4. Conclusion

We found that the most geo-effective is the trans-equatorial group, in
which almost all coronal wholes are of negative polarity. Our analysis show
that less (yet sufficiently) effective are the holes of negative polarity in the
northern hemisphere and those of positive polarity in the southern
hemisphere. There are very small number of coronal holes of opposite
polarity (southern negative, and northern positive); their effectivity is
smallest. One has to remember, however, that our study concerns a single
solar cycle. We suppose that with the change of sign of the common solar
magnetic field opposite results will be obtained.

It is demonstrated, also, that there is no significant difference
between the groups considered, with respect to the magnitude of the
Forbush-effect. Actually, the intensity of a geomagnetic storm is influenced
by the sign of the B, component of the magnetic field; on the other hand, for
the Forbush effect the global interplanetry characteristics, such as the solar
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wind velocity, the magnitude of the common magnetic field, and
dimensions of the disturbance, etc., are important.

The results obtained can not be considered as absolutely correct,
since the statistics is rather limited; its further enhancement is needed.
Especially, this is related to untypical coronal holes (negative in the
southern solar hemisphere, or positive in northern hemisphere). Our goal is
to enlarge the statistics and to improve the results in our future works.
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IT'EO®®EKTUBHOCTDH COJIHEUYHBIX KOPOHAJIBHBIX /IbIP
C PA3JIMYHOM MOJIAPHOCTBHIO MATHUTHOT O IOJISA

M. Aoynuna, A. Aoynun, A. benoe, C. I'aiioaw, H. Taces,
II1. Benunoe, JI. Mamees, Il. Tonee

AHHOTaNUA
KopoHaiibHble ABIPBI SBJISIOTCS HWCTOYHUKOM BBICOKOCKOPOCTHBIX
MOTOKOB COJTHEYHOI'O BETPa, KOTOPHIE B CBOIO OUYEPE/b SBIISIIOTCS OJHOM U3
[JIABHBIX TIPUYMH TE€OMArHUTHBIX BO3MylleHUN. KopoHanbHbIE JIBIPBI
BeChbMa pPa3HOOOpa3Hbl W WX Te0d()(PEKTUBHOCTH MEHSETCS B IIHPOKUX
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npenenax. B nanHoi paboTe Mbl MONBITAINCh UCCIE0BATh, KaK BIMUAIOT Ha
TE€OMAarHUTHYI0  OOCTAHOBKY  KOpPOHAJbHBIE JBIPHI C  Pa3IMYHBIM
nojoxeHueM Ha CoOJIHIIE M C Pa3IMYHON MOJSPHOCTbIO MATHUTHOTO TTOJIS.
MBI paccMOTpelIH  HECKOJNBKO  JECSTKOB  KOPOHAJIBHBIX  JBI,
HaOJIIOAABIINXCSA B IOCIEAHME TOJbl, M pa3feiii MX Ha TPYMIBl IO
reqyomiupore u  nomsipHoctd. Hawubonee sddexTuBHON  OKaszanach
TpaciKBaTOpHalbHasl TpyINa, MOYTH BCE KOPOHAJIbHBIE MABIPHI W3 STOU
TPYIITBE UMENT OTPUIATETBHYIO TIOJSIPHOCTE. MeHee, HO TOXKEe JI0CTaTOYHO
3QGEKTUBHBIMU OKa3aJHCh IbIPHl C OTPHUIATENBHOM MOJSPHOCTHIO HA
CeBepe U C MOJIOKUTEIbHOW — Ha tore. HeMHorouncieHHble KOPOHaJIbHbIE
JBIPEI C TPOTHBOIIOJNIOKHBIMH TIOJIIPHOCTSIMH (OTpHLIATEIbHBIE HAa IOT€ U
MOJIOKUTEIIbHBIC Ha ceBepe) ObuTH MeHee 3P heKTUBHBIMH.
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Abstract

The space weather and the connected with it ionizing radiation were recognized as
a one of the main health concern to the International Space Station (1SS) crew. Estimation
the effects of radiation on humans in ISS requires at first order accurate knowledge of the
accumulated by them absorbed dose rates, which depend of the global space radiation
distribution and the local variations generated by the 3D surrounding shielding
distribution. The R3DE (Radiation Risks Radiometer-Dosimeter (R3D) for the EXPOSE-E
platform on the European Technological Exposure Facility (EUTEF) worked successfully
outside of the European Columbus module between February 2008 and September 2009.
Very similar instrument named R3DR for the EXPOSE-R platform worked outside Russian
Zvezda module of ISS between March 2009 and August 2010. Both are Liulin type,
Bulgarian build miniature spectrometers-dosimeters. They accumulated about 5 million
measurements of the flux and absorbed dose rate with 10 seconds resolution behind less
than 0.41 g cm™ shielding, which is very similar to the Russian and American space suits
[1-3] average shielding. That is why all obtained data can be interpreted as possible doses
during Extra Vehicular Activities (EVA) of the cosmonauts and astronauts. The paper first
analyses the obtained long-term results in the different radiation environments of: Galactic
Cosmic Rays (GCR), inner radiation belt trapped protons in the region of the South
Atlantic Anomaly (SAA) and outer radiation belt (ORB) relativistic electrons. The large
data base was used for development of an empirical model for calculation of the absorbed
dose rates in the extra vehicular environment of ISS at 359 km altitude. The model
approximate the averaged in a grid empirical dose rate values to predict the values at
required from the user geographical point, station orbit or area in geographic coordinate
system. Further in the paper it is presented an intercomparison between predicted by the
model dose rate values and data collected by the R3DE/R instruments and NASA Tissue
Equivalent Proportional Counter (TEPC) during real cosmonauts and astronauts EVA in
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the 2008-2010 time interval including large relativistic electrons doses during the
magnetosphere enhancement in April 2010. The model was also used to be predicted the
accumulated along the orbit of ISS galactic cosmic rays and inner radiation belt dose for 1
orbit (1.5 hours) and 4 consequences orbits (6 hours), which is the usual EVA continuation
in dependence by the longitude of the ascending node of ISS. These predictions of the model
could be used by space agencies medical and other not specialized in the radiobiology
support staff for first approach in the ISS EVA time and space planning.

1. Introduction

The radiation field around the ISS is complex, composed by galactic
cosmic rays (GCR), trapped radiation of the Earth radiation belts, solar
energetic particles, albedo particles from Earth’s atmosphere and secondary
radiation produced in the shielding materials of the spacecraft and in
biological objects.

1.1. Galactic cosmic rays

The dominant radiation component in near Earth space environment
are the galactic cosmic rays (GCR) modulated by the solar activity. The
GCR are charged particles that originate from sources beyond our solar
system. They are thought be accelerated at the highly energetic sources like
neutron star, black holes and supernovae within our Galaxy. GCR are the
most penetrating of the major types of ionizing radiation. The distribution of
GCR is believed to be isotropic throughout interstellar space. The energies
of GCR particles range from several tens up to 10> MeV nucleon™. The
GCR spectrum consists of 98% protons and heavier ions (baryon
component) and 2% electrons and positrons (lepton component). The
baryon component is composed of 87% protons, 12% helium ions (alpha
particles) and 1% heavy ions [4]. Highly energetic particles in the heavy ion
component, typically referred to as high Z and energy (HZE) particles, play
a particularly important role in space dosimetry (Benton and Benton, 2001).
HZE particles, especially iron, possess high-LET and are highly penetrating,
giving them a large potential for radiobiological damage [5]. Up to 1 GeV,
the flux and spectra of GCR particles are strongly influenced by the solar
activity and hence shows modulation which is anti-correlated with solar
activity.

1.2. Trapped radiation belts

Radiation belts are the regions of high concentration of the energetic
electrons and protons trapped within the Earth’s magnetosphere. There are
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two distinct belts of toroidal shape surrounding Earth where the high energy
charged particles get trapped in the Earth’s magnetic field. Energetic ions
and electrons within the Earth’s radiation belts pose a hazard to both
astronauts and spacecraft. The inner radiation belt, located between about
0.1 to 2 Earth radii, consists of both electrons with energies up to 10 MeV
and protons with energies up to ~ 100 MeV. The outer radiation belt (ORB)
starts from about 4 Earth radii and extends to about 9-10 Earth radii in the
anti-sun direction. The outer belt mostly consists of electrons whose energy
is not larger than 10 MeV. The electron flux may cause problems for
components located outside a spacecraft (e.g. solar cell degradation). They
do not have enough energy to penetrate a heavily shielded spacecraft such as
the ISS wall, but may deliver large additional doses to astronauts during
extra vehicular activity [6-8]. The main absorbed dose inside the ISS is
contributed by the protons of the inner radiation belt. The South-Atlantic
Anomaly (SAA) is an area where the radiation belt comes closer to the
Earth surface owing to a displacement of the magnetic dipole axes from the
Earth’s center. The daily average SAA doses reported by Reitz et al. (2005)
[9] inside of the ISS vary in the range 74-215 pGy d™* for the absorbed dose
rates and in the range 130-258 uSv d* for the averaged equivalent daily
dose rates.

1.3. Solar Energetic Particles (SEP)

The SEP are mainly produced by solar flares, sudden sporadic
eruptions of the chromosphere of the Sun. High fluxes of charged particles
(mostly protons, some electrons and helium and heavier ions) with energies
up to several GeV are emitted by processes of acceleration outside the Sun.
The time profile of a typical SEP starts off with a rapid exponential increase
in flux, reaching a peak in minutes to hours. The energy emitted lies
between 15 and 500 MeV nucleon® and the intensity can reach
104 cm™? st srt. Electrons with energies of ~0.5 to 1 MeV arrive at Moon,
usually traveling along interplanetary field lines, within tens of minutes to
tens of hours. Protons with energies of 20 to 80 MeV arrive within a few to
~10 hours, although some high energy protons can arrive in as little as
20 minutes. SEP are relatively rare and occur most often during the solar
maximum phase of the 11-year solar cycle. In the years of maximum solar
activity up to 10 flares can occur, during the years of minimum solar
activity only one event can be observed on average
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The radiation field at a location, either outside or inside the spacecraft
is affected both by the shielding and surrounding materials [10-12]. Dose
characteristics in LEO depend also on many other parameters such as the
solar cycle phase, spacecraft orbit parameters, helio and geophysical
parameters.

Recently the radiation environment inside and outside of ISS has been
studied with various arrangements of radiation detectors. The paper first
analyses the obtained long-term results in the different radiation
environments of: Galactic Cosmic Rays (GCR), inner radiation belt trapped
protons in the region of the South Atlantic Anomaly (SAA) and outer
radiation belt (ORB) relativistic electrons. The dose rates and fluxes was
measured in 2008-2009 by the R3DE active dosimeter, mounted in
EXPOSE-E facility outside the Columbus module of ISS and by the R3DR
active dosimeter in EXPOSE-R facility outside the Russian Zvezda module
of the ISS.

2. Instrumentation

Fig. 1. External view of R3DE instrument. R3DR instrument is
with verv similar external view

The (Radiation Risks Radiometer-Dosimeter (R3D) R3DE and
R3DR instruments (Figure 1) are successors of the Liulin-E094 instrument,
which was part of the experiment Dosimetric Mapping-E094 headed by
Dr. G. Reitz that was placed in the US Laboratory Module of the ISS as a
part of Human Research Facility of Expedition Two Mission 5A.1 in May-
August, 2001 [9, 13-17].
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The experiments with the R3DE/R spectrometers were performed
after successful participations to ESA Announcements of Opportunities, led
by German colleagues Gerda Horneck [18] and Donat-P. H&der. The
spectrometers were mutually developed with the colleagues from the
University in Erlangen, Germany [32, 33]. The R3DE instrument for the
EXPOSE-E facility on the European Technological Exposure Facility
(EUTEF) worked outside of the European Columbus module of the ISS
between 20" of February 2008 and 1% of September 2009 with 10 seconds
resolution behind less than 0.4 g.cm™ shielding.

The R3DR spectrometer was launched inside of the EXPOSE-R

Fig. 2. External view of the EXPOSE-R facility. The R3DR instrument was situated
inside of the red oval. EXPOSE-E facility was with very similar external view

facility (Figure 2) to the ISS in December 2008 and was mounted at the
outside platform of Russian Zvezda module of the ISS. The first data were
received on March 11, 2009. Until 27™ of January 2011 the instrument
worked almost permanently with 10 seconds resolution.

The exact mounting locations of the both instruments are seen in
Figure 3. The Figure is discussed comprehensively in the data analysis part
of the paper.

R3DE/R instruments was a low mass, small dimensions automatic
devices that measures solar radiation in 4 channels and ionizing radiation in
256 channels. The 4 solar UV and visible radiations photodiodes are seen in
the center of the Figure 1, while the silicon detector is behind the aluminum
box of the instrument; that is why is not seen in the picture. It is situated
above the 4 photodiodes. They are Liulin type energy deposition
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spectrometers [13] (Dachev et al., 2002). The four optical channels use 4
photodiodes with enhanced sensitivity in the following ultraviolet (UV) and
visible ranges: UV-A (315-400 nm), UV-B (280-315 nm), UV-C (<280 nm)
and Photosynthetic Active Radiation (PAR) (400-700 nm). They are
constructed as filter dosimeters and measure the solar UV irradiance in
W/m?. Additional measurements of the temperature of UV photodiodes are
performed for more precise UV irradiance assessments. The size of the
aluminum box of the R3DR instrument is 76 x 76 x 34 mm.

Fig. 3. Real photographs of the mounting positions of the EXPOSE-E/R facilities. The
bases of the arrows show the exact places of R3DE/R instruments

The block diagram of the instruments is shown in Figure 4. Two
microprocessors control the ionizing and the solar radiation circuitry,
respectively, and the data are transmitted by standard serial interface of
RS422 type through the EXPOSE-E/R facilities to the telemetry of
Columbus module or Russian segment of the ISS. The photodiodes and the
silicon detector are placed close to the preamplifiers to keep the noise level
low. The signals from the solar radiation channels and the temperature
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sensor are digitized by a 12 bit A/D converter. The analysis of these data is
performed by the University of Erlangen, Germany
(http://lwww.zellbio.nat.unierlangen.de/forschung/lebert/index.shtml).

The ionizing radiation is monitored using a semiconductor PIN
diode detector (2 cm? area and 0.3 mm thick). Its signal is digitized by a 12
bit fast A/D converter after passing a charge-sensitive preamplifier. The
deposited energies (doses) are determined by a pulse height analysis
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Fig. 4. Block diagram of the R3DE/R instruments

technique and then passed to a discriminator. The amplitudes of the pulses

AV] are transformed into digital signals, which are sorted into 256
channels by a multi-channel analyzer. At every exposure time interval one
energy deposition spectrum is collected. The energy channel number 256
accumulates all pulses with amplitudes higher than the maximal level of the
spectrometer of 20.83 MeV. The methods for characterization of the type of
incoming space radiation are described in (Dachev, 2009).

The “System international (SI)” determination of the dose is used, in
order to calculate the doses absorbed in the silicon detector. SI determines
that the dose is the energy in Joules deposited in one kilogram. The
following equation is used:

D[Gy] =K 3" (EL,)[3]/ MDIkg]
&)
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where K is a coefficient, MD - the mass of the solid state detector in
[kg] and EL; is the energy loss in Joules in channel i. The energy in MeV
is proportional to the amplitude A of the pulse and the coefficient depends
on the used preamplifier and sensitivity.

EL,[MeV]=AV]/0.24)V /MeV] 0.24]V /MeV]

The construction of the R3DE/R boxes consists of 1.0 mm thick aluminum
shielding in front of the detector. The total shielding of the detector is
formed by additional internal constructive shielding of 0.1 mm copper and
0.2 mm plastic material. The total external and internal shielding before the
detector of R3DR device is 0.41 g cm™. The calculated stopping energy of
normally incident particles to the detector is 0.78 MeV for electrons and
15.8 MeV for protons [19]. This means that only protons and electrons with
energies higher than the above mentioned could reach the detector.

3. Data analysis

3.1. Global distribution

Flux {em*-2 g1}

spagEas OO
gaa=
Sogg

CLinahE"asEzEE:

whae
muas
DIF (nGy cm”-2 part*-1)  Dose [uGy h 1)

Latitude (Deg)

ANNHUABDDAYEE YA S MLNE NG
BONE8CAE800054EE hkna whma b
Energy (MeV)

o

(d) :

g o

-180-150-120 -90 -60 -30 0 30 60 90 120 150 180
Longitude (Deg)

Fig. 5. Global distribution of the R3DE dose rate, flux, D/F ratio and incident energy data
in the period 21 October 2008-24 February 2009

85



Figure 5 presents the global view on the R3DE dose rate, flux and
energy data for the time period between 21/10/2008 and 24/02/2009. The
ISS altitude for this period varies between 364 and 375 km. The first 2
panels contain 786380 measurements of the flux in the upper panel and of
the absorbed dose rate in the panel below. On the Figure 5a except the
global map of the flux the isolines of the L value [20, 21] at the altitude of
the ISS are also presented with red dashed lines. It is seen that the lines of
equal flux in the north and south high latitude regions follow very well the
L-shell isolines as expected. The place and area of the South Atlantic
Magnetic Anomaly (SAA) is well seen by the last close isoline of
0.26 Gauss on Figure 5c. Because of relative low magnetic field strength in
the SAA the protons in the inner radiation belt penetrated deeper in the
upper atmosphere and reach the altitude of the station forming large
maximums of the flux and dose respectively. Both the flux and dose rate
maximums was displaced from the magnetic field minimum in South-East
direction, while the dose rate maximum goes even further to the same
direction.

On the Figure 5c the global distribution of the dose to flux ratio
(D/F) in nGy cm™ particle™ is presented. 247277 measurement points was
used. D/F ratios larger than 1 nGy cm™ particle™ was selected and plotted. It
is seen that the ratio form a maximum with D/F value greater than 4 nGy
cm particle™ in the South-East edge of the anomaly. The global distribution
of the calculated from the D/F ratio incident energy of the arriving to the
detector inner radiation belt protons [22, 30] (Heffner, 1971; Dachev, 2009)
was presented at the Figure 4d and as expected form a minimum at the
places of the dose to flux ratio maximum in the Figure 4c. The center of the
15-20 MeV protons maximum is with coordinates 15°W, 38°S. This result
is controversial than the AP-8 MIN [23, 24] predictions, which show the
place of the maximum almost at same latitude but at about 38° west
longitude.

The GCR dose and flux global distribution is presented in the
Figures 5a and 5b with all areas outside the SAA region. It forms wide
minimum close to the geomagnetic equator and rise toward the magnetic
poles in both hemispheres (For more information please look Fig.6). For the
regions outside the SAA the calculated values for the dose to flux ratio and
for the incident energies presented in the Figures 5¢c and 5d are not valid
because of the small statistics in the spectra.
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3.2. R3DE/R data comparison

Figure 6 presents in 2 panels the dose rate (black (dark blue) points)
and flux data (gray (sky blue) points) obtained in the 10-20 April 2009 time
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Fig. 6. Comparison of the dose rate and flux data measured with 10 s resolution
by the R3DE/R instruments in the period 10-20 April2009
interval as measured with 10 s resolution by the R3DE/R instruments. The
bottom panel (Figure 6b) contains data from the R3DR instrument, while
the top panel (Figure 6a) contain data from the R3DE instrument.

Three different radiation sources are easily distinguished visually from
the data presented in both panels. The major amount of measurements with
more than 7000 points per day is concentrated in the zone of GCR, which is
seen as area with many points in the lower part of the panels in L-values
range between 0.9 and 6.2. The covered dose rate range is between 0.03 and
15-20 uGy h™. The lowest rates are close to the magnetic equator (L<1.5),
while the highest are at high latitudes (L>4) equatorwards from both
magnetic poles.

The maximum of the inner radiation belt protons observed in the
region of the SAA is seen in the left side of the panels with dose rates
between 10 and 1250 pGy h™ from R3DR instrument (Figure 6b), while the
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maximum from R3DE instrument is smaller and reach 1100 puGy h*
(Figure 6a).

The reason of R3DR SAA dose rates being higher than the R3DE
dose rates is seen in Figure 3. The 2 photographs on Figure 3 presented the
surrounding of the R3DE and R3DR instruments on ISS. As mentioned
before, R3DE was located at the top of the EUTEF platform outside the
European Columbus module.
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Fig. 7. Comparison of the daily GCR dose rates measured simultaneously
by the R3DE/R instruments in 2009
In Figure 3a, the lower end of the heavy arrows pointing “up” (along
the Earth radius) in the R3DE photograph shows the exact place of the
instrument. It is seen that it was surrounded by different constructive
elements of the EUTEF platform and Columbus module, which produced
additional shielding of the instrument against the SAA flux of 30-100 MeV
protons. The R3DR position presented in Figure 3b shows that this
instrument was far from the Zvezda module at the end of the EXPOSE-R
facility and was practically shielded only from below.

The wide maximum observed on Figure 6b for L-values between 3.5
and 6.2 was connected with the registration of rare sporadic relativistic
electrons precipitations (REP) generated in the outer radiation belt [25, 6-8].
Here the R3DR maximum of dose rate reached value of about 5000 uGy h™.
This large dose is deposited by electrons with energies above 0.78 MeV.
The R3DE ORB maximum was also lower and “thinner” than the R3DR
maximum. The reason was same as the described above for the SAA
maximum.
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Figure 7 presents the result of comparison of the daily CGR dose rates
for the period between 12 March and 20 June 2009 as measured by the
R3DE/R instruments. The daily GCR dose rate was obtained by averaging
of 5000-8200 measurements per day (7024 in average) with 10 s resolution
at all latitudes in the altitudinal range 353-361 km above the Earth. Both
data sets are situated in the bottom of the Figure and follow slowly
decreasing with time trend, which can be associated with the decreasing
altitude of the ISS from 360 down to 353 km. This trend is in opposite
direction than the expected increase of the GCR dose rates with the increase
of the Oulu Neutron monitor (NM) count rate shown with quadrats above
the two dose rates curves. The Oulu NM count rate increase because of the
decrease of solar activity in the end of the 23 solar cycle. The decreasing
solar activity leads to decrease of the amount and speed of solar wind and
respectively decrease of the embedded magnetic field strength, which
couldn’t deflect effectively the GCR entering in the solar system.
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Fig. 8. Comparison of the daily SAA dose rates measured simultaneously
by the R3DE/R instruments in 2009

The shapes of the dose rate curves are also strongly affected by the L value
of the place where the averaged values was obtained. This is well seen when
a comparison is made between the mean L curve in the top of the Figure 7
with the two daily dose rate curves in the bottom. L values are presented
according to the right scale of the Figure. As expected there is almost
positive correlation between them.

The difference between R3DE and R3DR dose rate data is about 10
nGy d* during the whole period of about 3 months. Relatively small part of
this difference is produced by the additional dose rate produced by
secondary particles in the heavily shielded R3DE instrument but another
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mechanism have to be found to be described the difference. This will be
subject of another more precise investigation with use of theoretical models.
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Fig. 9. Comparison of the daily ORB dose rates measured simultaneously
by the R3DE/R instruments in 2009

In the bottom part of Figure 8 are shown the average daily dose rates
obtained in the region of the SAA as measured by the R3DE/R instruments.
The daily SAA dose rate was obtained by averaging of 400-500
measurements per day with 10 s resolution at all latitudes in the altitudinal
range 357-361 km above the earth. In the top part of the figure the maximal
observed per each day dose rates in nGy h™ are presented. It is well seen
that both curves of hourly and daily dose rates obtained by R3DR
instrument are higher than the R3DE dose rates for the whole time interval
between 12 March and 20 June 2009. The reason was already discussed in
the presentation of Figure 6.

The strong depletion in the maximum dose rates in the left side of
the Fig. 8 was generated by the additional shielding, which USA Space
Shuttle 78 tons body on his mission STS-119 provided to both instruments
when it was docked with the ISS (Dachev et al., 2011a).

Figure 9 shows moving averaged dose rates inside the ORB as
measured by the R3DE/R instruments. The daily, average ORB dose rate
over the whole period from R3DR is 4.9 uGy d*, while the daily, average
ORB dose rate over the whole period from R3DE is about 3 times smaller -
1.7 uGy d™. The reason for the smaller dose rates measured by R3DE
instrument is same as already described for the SAA dose rates.
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Table 1. Comparison of the hourly and daily dose rates measured simultaneously
by the R3DE/R instruments in 2009

SAA parameter Average R3DR Average R3DE Comments
Hourly averaged absorbed dose rate 352 296 R3DR > R3DE
(>500 meas. per day) (UGy h )

Daily averaged absorbed dose rate (in 537 426 R3DR > R3DE
Si) (MGy d )

GCR parameter Average R3DR Average R3DE Comments
Hourly averaged absorbed dose rate 3.39 3.79 R3DE > R3DR
(>6000 meas. per day) (UGy h™)

Daily averaged absorbed dose rate (in 81.40 91.10 R3DE > R3DR
Si) (uGy d™)

ORB parameter Average R3DR Average R3DE Comments
Hourly averaged absorbed dose rate 98.0 42.0 R3DR > R3DE
(no limit) (UGy h™)

Daily averaged absorbed dose rate (in 76.0 8.6 R3DR > R3DE
Si) (UGy d*)

Table 1 summarizes the results of the observations made
simultaneously by the R3DE/R instruments on ISS in 2009. The table
practically presented by numbers the observations presented on
Figures 6-10.

3.3. Empirical model for calculation of the absorbed dose rates in
the extra vehicular environment of ISS at 359 km altitude
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Fig. 10. Comparison of the global distribution of the R3DE flux data in the period 21
October 2008-24 February 2009 with the AP-8 MIN model

Figure 10 presents comparison of the global distribution of the R3DE flux
data in the period 21 October 2008-24 February 2009 with the AP-8 MIN
model. Figure 10b presented same data as shown in the Figure 5a. Figure
10a was created using the available in SPENVIS
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(http://www.spenvis.oma.be/) AP-8 MIN model [23] (Vette, 1991). The
model is calculated for the epoch of 1970, for the minimum of the solar
activity at altitude of 359 km and for protons with energy larger than
15.8 MeV. It is seen that the external oval of the data and the model are
similar but the coordinates of the R3DE SAA was at -50° west longitude -
30° south latitude. These values are in comparison with AP-8 MIN moved
with -12° (0.3° per year) to the west and with 2° (0.05° per year) to the north
and coincided relatively well with the values obtained by [16] Wilson et al.,
(2007). Another big difference between the model and the experimental data
is seen for the value of the flux central location. The predicted by the model
values were much higher than the observed. This can be explained by the
fact that the R3DE SAA flux data are obtained in the end of the 2008 and
beginning of 2009, which was in the period of extremely low solar activity
not observed before and respectively not included in the AP-8 MIN model.
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150 180
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Fig. 11. Comparison of the global distribution of the R3DE dose rate data in the period

21 October 2008-24 February 2009 with the predicted by the empirical model data

The large data base obtained by the R3DE instrument was used for
development of an empirical model for calculation of the absorbed dose
rates from GCR and inner radiation belt protons in the extra vehicular
environment of ISS at 359 km altitude. The model approximate the
averaged in a grid empirical dose rate values to predict the values at
required from the user geographical point, station orbit or area in geographic
coordinate system [27]. The model is valid for the location of R3DE
instrument outside the 1SS at the EXPOSE-E platform behind 0.41 g cm™
shielding. These predictions of the model could be used by space agencies
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medical and other not specialized in the radiobiology support staff only for
first rough approach in the ISS EVA time and space planning.

Figure 11 contains 2 panels. In the upper panel (Figure 11a) the
global distribution of the R3DE averaged dose rates (in uGy h™) data
obtained in the period 21 October 2008-24 February 2009 was presented,
while the lover panel (Figure 11b) presented the result of the calculated by
the model global distribution of the dose rates. It is seen that both pictures
are very similar and this verify that the model predicted well the dose rates
in the areas of predominated inner belt energetic proton of the SAA region
and areas of predominated GCR outside SAA in equatorial, middle and high
latitudes.

The empirical model is available online from the following 2 links:
http://www.stil.bas.bg/dwp/R3DE_POINT_model.zip and
http://www.stil.bas.bg/dwp/R3DE_ORBIT_model.zip. Both links allowed

total doze along trajectory= 49255.2

LONG =150 -120 =-9%0 -60 =30 30 €0 90 120 150 180
MOUSE: left button to CHOOSE orbit, right to EXIT

Fig. 12. Example of the graphical output from the “ORBIT”” model for an orbit with
ascending node equal to 122.5°

the possible user of the model to obtain for each model a compressed (ZIP)
application (exe file), which directly in the computer of the user perform the
calculation and present the result. The first link is for the so named
“POINT” model, which calculated and presented the dose rate result (in
uGy h™) for a point with geographic coordinates inside of the set of
coordinates with following limits: -52°<L atitude<52°,
-180°<Longitude<180°. To calculate the dose it is necessary the obtained
value to divide by 360.

The second link is for the so named “ORBIT” model, which
calculated and presented the summarized dose rate results (in pGy h™*) along
an orbit of the ISS, which ascending node is in the limit of -
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Fig. 13. Predicted by the model accumulated along the orbit absorbed dose for 1 orbit
(~1.5 hours) (curve with diamonds) and 4 consequences orbits (~6 hours) (curve with
squares)

180°<Longitude<180°. The step along the orbit is equal to 10 sec and is
same as the R3DE time interval for 1 measurement.

Figure 12 presented one example of the graphical output from the
“ORBIT” model for an ISS orbit with ascending node equal to 122.5°. The
ascending node can be choosing by the user with movement of one arrow in
the program and with pushing of the left mouse button. In the upper part
after the label “total dose along trajectory” the calculated summarized dose
rate is shown. To calculate the dose it is necessary the obtained value to
divide by 360. Except the graphical output the model created automatically
(in the directory where the model is) a text file with the following name
“ORB_DOZ.TXT”. The file contains 4 columns: Lat. (deg), Long. (deg),
Dose rate (uGy h™) and the Accumulated till the moment dose rate
(uGy h™). If you use the model please reference Bankov et al. 2010,
available online at http://www.stil.bas.bg/FSR2009/pap144.pdf

Figure 13 presents the predicted by the model accumulated along the
orbit absorbed dose for 1 orbit (~1.5 hours) (curve with diamonds) and 4
consequent orbits (~6 hours) (curve with squares). The model was run with
a longitudinal step of 10° for both cases. It is seen that for 1 orbit case the
most dangerous ascending node is this crossing the equator at 120° East
longitude when a total accumulated dose along the orbit of 139 uGy is
predicted. The 4 orbit case was chosen because usual EVA duration is about
6 hours, i.e. 4 orbits. The most dangerous ascending node for this case is
this crossing the equator in the interval 140° East longitude to 170° West
longitude when a total accumulated doses of about 200 uGy are predicted.
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3.4. Analysis of data collected by different instruments during real
cosmonauts and astronauts EVA in the 2009-2010

3.4.1. Analysis of the dose rates and doses obtained during EVA2
of Expedition 18 on March 10, 2009. Example with predominant SAA
crossings

Figure 14 purposes was: first to show the dose rate dynamics
observed by R3DE and NASA TEPC
http://www.nasa.gov/mission_pages/station/research/experiments/TEPC.html
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Fig. 14. The dose rate dynamics observed by R3DE and NASA TEPC during the EVA 2
of Expedition 18 on March 10, 2009 between 16:22 and 21:11 for 4 h and 49 m.
Measured data was compared with the model predictions

during the EVA 2 of Expedition 18 on March 10, 2009 between 16:22 and
21:11 for 4 h and 49 m and second to compare the measured with R3DE
instrument dose rates with the predicted by the model values.

Figure 15 supported the observations made on Figure 14 with actual
information of the ground tracks of the ISS orbit during the EVA over the
global maps of the R3DE measured dose rate and energy presented
previously on Figure 5. The orbit numbers (1, 2 and 3) shown in Figure 14a
correspond to the numbers on Figure 15a. Also the measured values of the
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proton energy are shown, which according to Figure 15b increased from
orbit number 1 to orbit number 3.

On Figure 14a the moving average (with period of 6 points (1 minute
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Fig. 15. Global maps of the R3DE measured dose rate and energy with the ground tracks
of the ISS during the EVA shown on Figure 14. The numbers (1,2 and 3) in the region of
the SAA corresponded to the number of SAA crossings seen on Figure 14
resolution)) of the dose rate measured by R3DE outside ISS behind less than
0.41 g cm™ is presented. The labels on Figure 14a present the measured at
the detector of the R3DE proton energy at the positions of the maximumes,
while Figure 15b presented the global map and it is identical to the Figure
5d. Very similar data with 1 minute resolution were plotted on Figure 14b,
but from NASA TEPC situated inside ISS at physical location “SM-327".
Data were taken by http://cdaweb.gsfc.nasa.gov/ server [28]. Unfortunately
we haven’t found what is the exact shielding of the TEPC at that location,
but we consider that the shielding is much higher than the R3DE shielding.
On Figure 14c were presented the calculated by the empirical model dose
rates along the orbits of ISS. It is necessary to be mentioned that the 3

curves on Figure 14 coincided relatively very well by values and shape.

The 3 main maximums seen on figures 14a and 14b were created
during the ISS crossings of the inner radiation belt high energy proton zone
in the region of the SAA. R3DE dose rates maximums reached about
1000 uGy h™* for orbits 2 and 3 and only 250 pGy h™ for orbit number 1.
The TEPC SAA maximums for orbits 2 and 3 are much smaller, while the
SAA maximum for orbit 1 was completely missing. This feature can be
explained by the R3DE measured proton energies shown on Figure 14a and
on Figure 15b where the proton energy for orbit number 1 at the detector of
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the R3DE was the smallest of all 3 and reach only 18 MeV. This proton
energy wasn’t enough for penetration of the larger shielding at the TEPC
location inside ISS and that is why the maximum there is missing.

The maximums, which reached up to 9.5 uGy h™ in R3DE and TEPC
data on Figure 14a and 14b are connected with the crossings at high latitude
GCR regions in the both hemispheres, while the local minimums with dose
rates around 1 pGy h™ and below correspond to the magnetic equator
crossings. It is remarkable that the GCR TEPC dose rate data were always
higher than the R3DE dose rates. Part of this higher exposition can be
attributed to the additional dose rate created by secondary particles
generated in the ISS walls. Another part is connected with the fact that
TEPC having smaller sensitivity (1 pGy h™) than R3DE overestimate the
dose rates.

Table 2 presents the statistics for the total accumulated doses during
the EVA2 of Expedition 18 on March 10, 2009 between 16:22 and 21:11 for
4 h and 49 m. Also the results of the separation of the doses accumulated by
two different radiation sources — protons in the inner radiation belt, seen in
the region of SAA, and GCR at low and high latitudes outside SAA are
shown. The values for the R3DE and model doses were obtained using the

Table 2. Statistics of the measured and predicted doses in different locations during the
EVA2 of Expedition 18 on March 10, 2009

Parameter R3DE TEPC Model Comments

Total accumulated absorbed
dose (uGy)/equivalent dose

(uSv) during the EVA 191/268 72/154 187 | R3DE > TEPC
SAA accumulated absorbed
dose (uGy)/equivalent dose
(uSv) during the EVA 180/241 56/97 176 | R3DE > TEPC
GCR accumulated absorbed
dose (uGy)/equivalent dose

(uSv) during the EVA 11/27 16/57 11 | TEPC > R3DE

same periods along the orbit of ISS as the available information for the
“Dominant radiation source at given time” in the
http://cdaweb.gsfc.nasa.gov/ server files. The R3DE ambient dose
equivalent rates are calculated using the procedure described in [29].
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The analysis of the Table 2 shows: 1) The SAA absorbed and
equivalent doses predominate in the total doses for both instruments and the
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Fig. 16. The dose rate dynamics observed by R3DR, R3DE and NASA TEPC during the
EVA 1 of STS-119 on March 19, 2009 between 17:16 and 23:23 for 6 h and 7 m.
Measured data was compared with the model predictions

model; 2) The R3DE SAA absorbed doses were about 3 times higher than
the TEPC doses because of the much smaller shielding of the R3DE
detector; 3) The TEPC GCR absorbed and equivalent doses were higher
than the R3DE doses. The possible reasons were discussed earlier; 4) There
was a very good coincidence between the measured by the R3DE and
predicted by the model doses.

3.4.2. Analysis of the dose rates and doses obtained during EVA 1
of STS-119 on March 19, 2009. Example with mixed SAA and outer
radiation belt (ORB) relativistic electron precipitation (REP) crossings

Figures 16 and 17 form another pair of very similar content to the
Figures 14 and 15. The 3D background of Figure 17 is identical to Figure 4
of Dachev et al., 2012b and presents the geographical distribution of the
data for the period 01 April — 07 May 2010 when intensive REP was
observed in the outer radiation belt region. The geographic longitude and
latitude are on the X and Y axes, respectively. The white (white blue) curves
represent equal Mcllwain’s L-parameter values [20, 21] (Mcllwain, 1961;
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Heynderickx et al., 1996) at the altitude of the ISS. The closed line in the
eastern Hemisphere represents L = 1. Other open lines rise with values 1.5,
2.5, 3.5 and 4.5 from the equator toward the poles. The dose rate is in the
3rd dimension and the values are color coded by the logarithmic scale bar
shown at the right side of the graphic. The dose rate values presented are
obtained by averaging of the rough data in longitude/latitude squares 1° in
size.

The REP regions were parts of the ORB and are seen in both
hemispheres as bands of high dose rate values in the range 3.5 < L < 4.5.
The GCR dose rate values are also well seen in Fig. 17 as enhanced bands
with values between 0.5 and 10 uGy h™* equatorwards from the REP bands.

The averaged L value distributions of the dose rates of the three major
radiation sources are as follows: (1) GCR minimum average dose rate value
is about 1 uGy h™ at L = 1. It rises up to 10-11 uGy h™ at L = 4 and stays at
this value up to L = 6.14; (2) SAA dose rates are about 22 nGy h™* at L =
= 1.1. They rise sharply to a value of 600 uGy h™ at L = 1.4 and then slowly
decrease to a value of 20 pGy h at L = 2.8; (3) ORB dose rates are at a
value of 18 uGy h™ at L = 3.15, rise up to a value of 500 uGy h™ at L = 4
and then decrease down to a value of 80 uGy h™at L = 6.14.

Latitude (deg)
Dose rate (uGy h™)
~
o

5058 '. ¥y ’_______ﬁ__. :
-180 -150 -120 -90 60 -30 0 30 60 90 120 1
Longitude (deg)
Fig. 17. Global maps of the R3DR measured dose rate with the ground tracks of the ISS
during the EVA shown on Figure 16. The labels O1 and O2 corresponded to the number
of SAA orbit crossings seen on Figure 16. The white (white blue) curves represent equal
L-parameter values. South and north ORB regions are situated at 4.5 <L <3.5
Figure 16 is composed with similar dose rate dynamics observations
as on Figure 14 but during the EVA 1 of STS-119 on March 19, 2009
between 17:16 and 23:23 for 6 h and 7 m. Here also is added the data
obtained by the R3DR instrument. The maximum labeled with O1 is seen by

all 3 instruments and by the model because it is formed during the crossings
of the SAA South-West regions. Its dose rate is highest (~400 pGy h™) in

T T
50 180
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the R3DR data, which was less shielded than R3DR and TEPC instruments.
The lowest dose rate is observed by the TEPC being inside ISS. The
maximum labeled with O2 was seen only by the less shielded R3DR
instrument. The maximum is formed inside of the South Hemisphere ORB
region and the predominated radiation source in it was relativistic electrons
with energies above 0.78 MeV. To prove this consideration on Figure 16a
except the dose rate the dose to flux ratio is plotted. It is seen that the ratio
in the O1 maximum is with values 2-3 nGy cm™ per particle, which is
typical for protons with energies 30-50 MeV [30, 22] (Dachev, 2009;
Heffner, 1971). The D/F values in the O2 maximum are less than
1 nGy cm™ per particle, which proved that predominant radiation source
was from electrons [30, 22].

Table 3. Statistics of the measured and predicted doses in different locations during the
EVA 1 of STS-119 on March 19, 2009 between 17:16 and 23:23 for 6 h and 7 m

Parameter R3DR R3DE TEPC Model
Total accumulated absorbed
dose (uGy)/equivalent dose
(uSv) during the EVA 57 45 47/142 37
SAA accumulated absorbed dose
(uGy)/equivalent dose (uSv)
during the EVA 32 23 16/28 14
GCR accumulated absorbed
dose (uGy)/equivalent dose
(uSv) during the EVA 18.6 22 31/114 23
ORB accumulated absorbed
dose (uGy)/equivalent dose
(uSv) during the EVA 5.2 0 0/0 0

Table 3 presented the statistics for the total accumulated doses during
the EVA 1 of STS-119 on March 19, 2009 between 17:16 and 23:23 for 6 h
and 7 m. Also the results of the separation of the doses accumulated by 2
different radiation sources — protons in the inner radiation belt, seen in the
region of SAA and GCR at low and high latitudes outside SAA are shown.
The values for the R3DE and model doses were obtained using the same
periods along the orbit of ISS as the available information for the
“Dominant radiation source at  given time” in the
http://cdaweb.gsfc.nasa.gov/ server files.

The analysis of the Table 3 shows: 1) The GCR absorbed and
equivalent doses predominate in the total doses for TEPC and the model; 2)
The R3DR and R3DE SAA absorbed doses were higher than the TEPC
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doses because of the much smaller shielding of their detectors; as expected
there is a very good coincidence between the measured by the R3DE and the
predicted by the model doses. The coincidence between the measured by the
R3DR and predicted by the model doses is fair.

3.4.3. Analysis of the dose rates and doses obtained during EVA 1
of STS-131 on April 9, 2010. Example with predominant ORB REP
crossings

The Space shuttle Discovery on the mission STS-131 docked with ISS
at 07:44 UTC on 7th of April 2010 and undocked at 12:52 UTC on 17th of
April 2010
http://www.nasa.gov/mission_pages/shuttle/shuttlemissions/sts131/launch/131
mission_overview.html. During the STS-131 mission on ISS 3 EVA were
performed by the NASA astronauts Rick Mastracchio and Clayton Anderson on
9, 11 and 13 April 2010.

After the Coronal Mass Ejection (CME) at 09:54 UTC on 3 April
2010, a shock was observed at the ACE spacecraft at 0756 UTC on 5 April,
which led to a sudden impulse on Earth at 08:26 UTC. Nevertheless, while
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Fig. 18. Gray scale (color) coded dose rates along the trajectory of the ISS during the
first EVA on 9th of April 2010. It is seen that the carefully choosen time of the EVA avoid
SAA crossings. Highest dose rates are seen in the longitudinal range 90-150° in Sothern

Hemisphere

the magnetic substorms on 5 and 6 of April were moderate; the second
largest in history of GOES fluence of electrons with energy >2 MeV was
measured [7]. The R3DR data show a relatively small amount of relativistic
electrons on 5 April. The maximum dose rate of 2323 pGy day™ was
reached on 7 April; by 9 April, a dose of 6600 uGy was accumulated. By
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the end of the period on 7 May 2010 a total dose of 11,587 uGy was
absorbed [7, 8].

Figure 18 presents the ISS trajectory during the EVA 1 on 9 April
2010 on the global map. As in Figure 17 the same L equal values lines are
presented. The SAA place and surrounding curve are taken also from Figure
5 and shown here with a heavy line. The dose rate values along the
trajectory of ISS are grey scale (color) coded by the logarithmic scale bar
shown at the right side in Figure 18. It is seen that the ISS trajectories
during the EVA were very carefully chosen by NASA radiologists to avoid
crosses of the SAA high dose rates region. The GCR doses outside the
relativistic electrons precipitation zones vary between 0.1 uGy h™ at the
magnetic equator and 15 pGy h™ at high latitudes. Because of the outer
radiation belt enhancement the astronauts were irradiated by the relativistic
electrons. As seen they obtained the highest dose rates in the Southern
Hemisphere at descending orbits at geographic latitudes above 42° South
latitude. Precise analysis of the picture shows that when the trajectories
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Fig. 19. The dose rate dynamics observed by R3DE and NASA TEPC during the EVA1

of STS-131 on April 9. 2010 between 05:31 and 11:58 UT for 6 h and 27 m
reached L=3.5 the color coded dose rates become white, i.e. they reach the
maximum (4170 uGy h™) of the code bar in the right hand side of Figure 18.

Figure 19 presents with usual 2D graphics the same dose rate
dynamics as on Figure 18 observed by R3DE and NASA TEPC during the
EVA 1 of STS-131 on April 9, 2010. The sinusoidal like meander of
minimums and maximums shows the sequence of Northern and Southern
Hemisphere crossings through the magnetic equator of the ISS high latitude
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regions. Smaller maximums, excluding the last maximum, represented the
Northern Hemisphere crossings, while the larger was observed in the
Southern Hemisphere. The difference is because maximal L values in
Northern Hemisphere are less than these in Southern Hemisphere. Looking
precisely on the TEPC data it is possible to be seen that the energetic
electrons outside ISS did enhance even the TEPC dose rates with few
uGy h and that the small maximums in TEPC data well coincide with
much larger maximums in R3DR data. The TEPC dose rate maximums in
REP regions can be associated even by direct impact of high energy electros
or with bremsstrahlung on the TEPC detector. Similar is the situation with
the dose rate dynamics during other two EVAs on 11 and 13 April.

Figure 19 also presents how and where the TEPC overestimate the
GCR dose rates. This is seen well in the minimal dose rates close to the
magnetic equator. Here the minimal TEPC values are about 1 pGy h™, while
at same places the more sensitive R3DR instrument measured much smaller
dose rates reaching 0.25 uGy h™.

Keeping in mind that the average shielding of the space suit [1-3]
(Anderson et al. 2003; Benton et al., 2006; Shurshakov et al. 2009) is very
similar to the shielding of the R3DR detector we may conclude that a major

Table 4. Estimations of the doses obtained by American astronauts during 3 EVAs on 9th,
11th and 13th of April 2010.

Absorbed doses/Equivalent doses
R3DR TEPC
(Zapp, 2011)

ISTS-131 UTC GCR dose |ORB dose |Total Total = GCR
EVA number from-to Gyl Sv Gyl Sv Gyl Sv Gyl Sv
EVA-1 09/04/2010  (17.6/49 443/443 461/492 41/138
6 hand 27 m 05:31-11:58
EVA-2 11/04/2010  |18.6/53 269/269 288/322 49/163
7 hand 26 m 05:30-12:56
EVA-3 13/04/2010 |18.1/56 299/299 318/355 45/144
6h.and24m  [06:14-12:36
Total 54.3/158.4 |1012/1012 |1067/1170 |135/445
20 hand 27 m

part of the astronaut’s skins were irradiated with similar doses as the
measured by R3DR instrument.
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Table 4 summarizes the statistics for the 3 EVAs. It is seen that the
GCR TEPC absorbed doses are more than 2 times larger than the R3DR
doses. The measured by R3DR instrument ORB doses during the 3 EVAs
was 443, 269 and 299 uGy respectively. In comparison with TEPC absorbed
doses inside ISS the R3DR measured outside absorbed doses are 5-10 times
larger for these 6-7 hours during EVAs. The difference for equivalent dose
rates is about 2-3 times. (The R3DR ambient dose equivalent rates are
calculated using the procedure described in (Spurny and Dachev, 2003).

The astronauts inside ISS collected during the docking with 1SS
between 7:44 hour on 7th of April and 12:52 at 17th of April 2010 totally
2766 uGy or 6663 uSv according to TEPC data. For the same period R3DR
instrument behind 0.41 g cm™ shielding collected much larger doses of
14523 upGy and 18187 uSv. If we will consider that the R3DR
measurements during the three EVAs reflected the additional doses
collected by the NASA astronauts outside ISS than we find in Table 4 that
this is for 20 h and 27 m totally 1067 uGy or an enhancement of 38.6% in
comparison to the astronauts being inside ISS. The equivalent additional
dose according to R3DR data is 1170 uSv or an enhancement of 17.6%.
Although the obtained doses do not pose extreme risks for the astronauts
being on EVA they have to be considered as permanently observed source,
which requires additional comprehensive investigations.

Conclusions

The paper analyzed the obtained results in the different radiation
environments of Galactic Cosmic Rays, inner radiation belt trapped protons
in the region of the South Atlantic Anomaly and outer radiation belt
relativistic electrons during measurements with the Bulgarian build
instruments on 1SS. The obtained data was behind less than 0.41 g cm™
shielding, which is very similar to cosmonauts and astronauts space suits
shielding. These measurements results can be used by space agencies
medical and other not specialized in the radiobiology support staff for first
approach in the ISS extra vehicular activity time and space planning.

In conclusion, we would like to mention that the R3DE/R, low mass,
dimension and price instruments, proved their ability to characterize the
outside ISS radiation environment including the relativistic electron
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precipitations. This was achieved mainly with the analysis of the deposited
energy spectra, which was obtained at each measurement cycle of 10 s.

The main conclusion of the presented data is that REP events are
common on the ISS. Although that the obtained doses do not pose extreme
risks for astronauts being on EVA they have to be considered as a
permanently observed source, which requires additional comprehensive
investigations. An instrumental solution was proposed by Dachev et al.,
(2011b) where the possible hardware and software solutions for a new
Liulin type dosimeter was proposed. New instrument will be able on the
base of the analysis of the shape of the deposited energy spectrum and the
value of the dose to flux ratio to distinguish the different kind of radiation
sources in space as GCR, Inner radiation belt protons and outer radiation
belt electrons and to calculate, store and present on display the absorbed and
equivalent doses.
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OCOBEHOCTH HA KOCMHNYECKATA PAJUALIUA B
OBKPB/KABAIIOTO MPOCTPAHCTBO HA
MEXKIAYHAPOJAHATA KOCMHUYECKA CTAHLUS (MKC)

1. /laues, H. bankoe, b. Tomos, 10. Mameuiuuyk, I1. /lumumpos

Pe3rome
KocMmuueckoTo BpeMe U cBbp3aHaTa C HEro WOHU3Mpalla pajaraius

Ce pa3riekIaT KaTo eIWH OT OCHOBHUTE 37paBHU MPOOIEMH HA CKUIaKa Ha
Mexaynapoanata kocmmuecka crannus (MKC). 3a ma ce ompenensr
paguanoHHUTEe e(EeKTH BBPXYy Xopara € HEeoOXOAUMO Ja ce 3Hae:
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1) Harpynanata abcopOupaHa 1033, KOSTO 3aBHCH OT HEHHOTO TII00AHO
pasnpenaencuue; 2) JlokamHoro 3D pasnpeneneHne Ha CKpaHUPAIIMTE MACH.
PagnomerspbT-n03uMeThpbT Ha pamuarnmoHHus puck R3DE (Radiation
Risks Radiometer-Dosimeter (R3D) 3a mmardpopmara EXPOSE-E nHa
ycranoBkata European Technological Exposure Facility (EUTEF) pabotu
yCIIeNIHO U3BBH eBporneiickus moaya Columbus ot m. despyapu 2008 o
M. centemBpu 2009 r. MHoro nogo6exn Ha Hero npubop, HapeueH R3DR,
pabotu ycnemno B 1miaTdopmata EXPOSE-R u3BBH pycKHAT MOy
»3Be3ma’ Ha MKC or m. mapr 2009 ngo m. asrycr 2010 r. /lpara
MUHUATIOPHU CHEKTPOMETPHU-I03UMETpU ca oT tuma ,Jlronmue” u ca
pa3paboreHn u u3paboreHu B bwirapus. Te Harpymaxa moBeue OT 5
muroHa mw3mepBanus ¢ 10 ¢. paspemnienne no Bpeme 3ax 3ammra ot 0.41 g
cm, KOsTO & MHOro MOA00HA HA CPEIHATA 3AlHTA HA AMCPUKAHCKUTE H
pyckute kocmuuecku ckadangpu [1-3]. ToBa HM mo3BOJSIBA 1A
UHTEpIIpeTHpaMe TMOIyYCHUTE JAaHHU KaTO BB3MOXKHU JO3M IO BpeMe Ha
paboTa Ha KOCMOHAaBTHUTE W3BBH CTEHHWTE Ha craHmusrta Extra Vehicular
Activities (EVA). B crarusita mBpBO Ce aHAIM3UpaT IOJYYCHUTE
JIBITOCPOUYHH daHHU 3a. 1) amaktnyeckara kocmuuecka paauanus (GCR);
2) 3axBaHATUTE BHB BHTPCIIHKS PATUAIMOHCH MOSAC MPOTOHH B pailoHa Ha
I0KHO-aTiaHTuueckara anomanus (SAA) u 3) PenaruBuctuyHute
CIIEKTPOHH BBbB BbHIIHUA pamuaruoHeH mosc (ORB). I'omsmara 6asa ot
JTAaHHU € M3II0JI3BaHa 3a CH3/IaBAaHETO HAa eMIIMPHUYEH MOJEN 33 MpecMsTaHe
Ha aOcopOupaHaTa Ji03a B OKphxkaBamiara cpeaa Ha MKC Ha BHcOYMHA OT
359 kM. MopensT ampokcHMHpa CpeIHaTa MOIIHOCT Ha Jo03aTa B
oIpeJiesieHa OT MOTpeOuTeNs: reorpadcka ToUKa, OpOUTa Ha CTAHIIUATA WU
wion B reorpadcka KOOpAMHATHA cucTeMa. B cratusra ca moOKa3aHH
CpaBHEHHS Ha ToydeHuTe aaHHu oT npubopure R3DE/R u mpubopsT Ha
NASA Tissue Equivalent Proportional Counter (TEPC) ¢ mozesa o Bpeme
Ha peanHu EVA Ha xocmoHaBTH M actpoHaBTH B mepmoga 2008-2010 r.
MonenbT € W3MON3BaH M 3a TpEACKa3BaHE Ha aKyMyJIHUpaHUTE JO03U IO
nbokuHata Ha opOurata Ha MKC 3a 1-a opbOura (1.5 vaca) u 3a 4
nocsenoBareHu opoutu (6 yaca), KoeTo ¢ oOuYaiiHaTa MPOIBIKUTEIHOCT
Ha EVA. Te3u npeackazanust Morat ja ObJaT U3MOJA3BaHU OT MEIUITUHCKUS
W Jpyrus HeclNeUWalM3upaH B  paAHoOOMONIOTHSTa TEpPCOHAT  Ha
KOCMHYECKUTE AarcHIMK 3a ONpeIeNisHe B IbPBO MNPHOJMKCHHE Ha
BB3MOXKHATA J]03a MPH TUIAHUPAHE HA BPEMETO U MsICTOTO Ha Obaemm EVA.
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Abstract

Space radiation has been monitored using the P//3-53 (further is used the Latin
transcription RD3-B3) spectrometer-dosimeter on board a recent space flight on the
Russian recoverable satellite FHOH-M Ne 1 (further is used the Latin transcription BION-
M Ae 1). The instrument was mounted inside of the satellite in pressurized volume together
with biological objects and samples. RD3-B3 instrument is a battery operated version of
the spare model of the R3D-B3 instrument developed and built for the ESA BIOPAN-6
facility on Foton M3 satellite flown in September 2007. Cosmic ionizing radiation has been
monitored and separated in 256 deposited energy spectra, which were further used for
determination of the absorbed dose rate and flux. The report summarizes the first results
for the Earth radiation environment at the altitude (253-585 km) of the BION-M Ae 1
spacecraft.
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1. Introduction

The radiation field inside the BION-M Ne 1 spacecraft is complex,
composed of GCRs, trapped radiation of the Earth’s radiation belts, possible
solar energetic particles, albedo particles from Earth’s atmosphere and
secondary radiation produced in the shielding materials of the spacecraft and
biology objects. Dose characteristics in BION-M Ne 1 spacecraft also
depend on many other parameters such as the spacecraft orbit parameters,
solar cycle phase and current helio-and geophysical parameters.

This paper analyses the first results for the radiation environment
inside the BION-M Ne 1 spacecraft generated by different radiation sources,
including: Galactic Cosmic Rays (GCRs), IRB trapped protons in the region
of the South Atlantic Anomaly (SAA) and outer radiation belt (ORB)
relativistic electrons. The satellite was launched on 19 April 2013 at 10:00
UT from the Cosmodrome of Baikonur (Kazakhstan). On 19th of May at
03:12 UT the Landing module of BION-M Ne 1 successfully touched down
at Orenburg region, after 30 days in orbit.
http://biosputnik.imbp.ru/eng/index.html

1.1. Earth radiation environment at BION-M Me 1 spacecraft orbit
1.1.1. Galactic cosmic rays

The dominant radiation component in the ISS radiation environment
consists of GCRs modulated by the altitude and geomagnetic coordinates of
the space craft. GCRs are charged particles that originate from sources
beyond the Solar System. They are thought be accelerated at highly
energetic sources such as neutron stars, and supernovae within our Galaxy.
GCRs are the most penetrating of the major types of ionizing radiation [1].
The fluxes and spectra of GCR particles show modulation that is anti-
correlated with solar activity. The distribution of GCRs is believed to be
isotropic throughout interstellar space. The energies of GCR particles range
from several tens up to 10** MeV nucleon™. The GCR spectrum consists of
98% protons and heavier ions (baryon component) and 2% electrons and
positrons (lepton component). The baryon component is composed of 87%
protons, 12% helium ions (alpha particles) and 1% heavy ions [2]. Highly
energetic particles in the heavy ion component, typically referred to as high
Z and energy (HZE) particles, play a particularly important role in space
dosimetry and strongly affect humans and other biological entities in space
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[3]. HZE particles, especially iron, possess high-LET and are highly
penetrating, giving them a large potential for inflicting radiobiological
damage [4]. The daily average GCR absorbed dose rates measured with the
R3DE instrument [5] outside of the ISS at about 360 km altitude vary in the
range 77-102 uGy day* with an average of 91 uGy day . The expected
BION-M Ne 1 dose rates are higher because of the higher altitude.

1.1.2 Trapped radiation belts

Radiation belts are regions with high concentrations of energetic
electrons and protons trapped within the Earth’s magnetosphere. There are
two distinct belts of toroidal shape surrounding Earth where the high energy
charged particles get trapped in the Earth’s magnetic field. Energetic ions
and electrons within the Earth’s radiation belts pose a hazard to both
astronauts and spacecraft electronics. The inner radiation belt (IRB), located
between about 0.1 to 2 Earth radii, consists of electrons with energies up to
10 MeV and protons with energies up to ~ 200 MeV. The South-Atlantic
Anomaly (SAA) is an area where the IRB comes closer to the Earth’s
surface due to a displacement of the magnetic dipole axes from the Earth’s
center. The daily average SAA absorbed dose rates measured with the
R3DE instrument [5] outside of the ISS at about 360 km altitude vary in the
range 110-685 uGy day with an average of 426 uGy day™. The maximum
hourly SAA absorbed dose rates reached 1500-1600 uGy h™. It was found
[6] that the docking of the US Space Shuttle with the ISS strongly decreases
the SAA doses because of the additional shielding that the 78-ton body of
the Shuttle provides against the IRB protons. The expected BION-M Ne 1
dose rates are higher because of the higher altitude.

The outer radiation belt (ORB) starts from about four Earth radii and
extends to about nine to ten Earth radii in the anti-sun direction. The outer
belt mostly consists of electrons whose energy is not larger than 10 MeV.
Relativistic electron enhancements in the ORB are one of the major
manifestations of space weather [7, 8] near Earth’s orbit. These
enhancements occur mainly after magnetic storms. The electron flux may
cause problems for components located outside a spacecraft (e.g., solar cell
degradation). ORB electrons do not have enough energy to penetrate a
heavily shielded spacecraft such as the ISS wall but may deliver large
additional doses to astronauts during EVA [5, 9, 10]. The average ORB dose
rate measured with the R3DE [5] outside of the ISS at about 360 km altitude
is 8.64 nGy day?, and ranges between 0.25 and 212 pGy day™. Rare
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sporadic fluxes of relativistic electrons were measured with the R3DR
instrument to deliver absorbed doses as high as 20,000 pGy h™. The
expected BION-M Ne 1 dose rates are lover because of the higher shielding
inside the BION-M Ne 1 satellite.

1.1.3 Solar energetic particles (SEP)

The SEP are mainly produced by solar flares, sudden sporadic
eruptions of the chromosphere of the Sun. High fluxes of charged particles
(mostly protons, some electrons and helium and heavier ions) with energies
up to several GeV are emitted by processes of acceleration outside the Sun.
It is now generally understood that SEP events arise from coronal mass
ejections (CME) from active regions of the solar surface. The CME
propagates through interplanetary space carrying along with it the local
surface magnetic field frozen into the ejected mass. There is a transition
(shock) region between the normal sectored magnetic structure of
interplanetary space and the fields frozen into the ejected mass, which forms
a transition region (shock) where the interplanetary gas is accelerated
forming the SEP. As the accelerated region passes an observation point, the
flux intensity is observed to increase dramatically [11]. The time profile of a
typical SEP starts off with a rapid exponential increase in flux, reaching a
peak in minutes to hours. The energy emitted lies between 15 and 500 MeV
nucleon™ and the intensity can reach 104 cm® s* sr'. Electrons with
energies of 0.5 to 1 MeV arrive at the Earth, usually traveling along
interplanetary field lines, within tens of minutes to tens of hours. Protons
with energies of 20 to 80 MeV arrive within a few to 10 h, although some
high energy protons can arrive in as early as 20min. SEP are relatively rare
and occur most often during the solar maximum phase of the 11-year solar
cycle. In the years of maximum solar activity up to 10 flares can occur,
during the years of minimum solar activity only one event can be observed
on average [12].

2. Instrumentation

In order to determine and quantify the radiation field outside the
Foton M2/M3 satellites a radiation environment spectrometers-dosimeters
R3D-B2/B3 were developed by the collaboration of the Bulgarian and
German teams and integrated into the Biopan-5/6 facilities [13-15]. Both of
them worked successfully during the Foton M2/M3 missions. The RD3-B3
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spectrometer-dosimeter used at the BION-M Ne 1 mission is a battery
operated version of the spare model of the R3D-B3 instrument developed
and built for the ESA Biopan-6 facility on Foton M3 satellite in September
2007 [10, 16].

The scientific objectives of the RD3-B3 spectrometer-dosimeter were
in first order connected with the quantification of the global distribution of
the radiation field inside the BION-M Ne 1 satellite.

Also there was housed other 17 scientific equipment’s
http://biosputnik.imbp.ru/eng/science_tech.html  related to  different
scientific disciplines. For many of the experiments on board the knowledge
of the space radiation properties and the dynamics of the dose accumulation
is highly important for the interpretation of the data collected during the
mission.

The RD3-B3 instrument is successor of the Liulin-E094 instrument,
which was part of the experiment Dosimetric Mapping-E094, headed by
Dr. G. Reitz, that was placed in the US Laboratory Module of the ISS as a
part of the Human Research Facility of Expedition Two Mission 5A.1 in

Fig. 1. External view of R3DE instrument

May-August, 2001 [17-20].

Figure 1 present the RD3-B3 instrument as situated inside the
BION-M Ne 1 satellite. In the left side of the figure is seen the 2 Lithium-ion
battery housing (pl. look below the label), while in the right side is the R3D-
B3 instrument. The RD3-B3 instrument is low mass, small dimension
automatic devices that measure solar radiation in four channels and ionizing
radiation in 256 channels Liulin type energy deposition spectrometer. The
four solar UV and visible radiations photodiodes are seen in the left part of
the figure. They were active during the flight of BION-M Ne 1 satellite but
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because of the darkness inside the obtained values were equal to zero. The
size of the aluminum box of R3D-B3 instruments is with 53x82x28 mm size
of the box and 120 g weight [15, 16].

The ionizing radiation is monitored using a semiconductor detector
(2 cm? area and 0.3 mm thick). Its signal is digitized by 12 bit fast A/D
converter after passing a charge-sensitive preamplifier. The deposited
energies (doses) are determined by a pulse height analysis technique and
then passed to a discriminator. The amplitudes of the pulses are transformed
into digital signals, which are sorted into 256 channels by multi-channel
analyzer. At every exposition time interval one energy deposition spectrum
is collected. The energy channel number 256 accumulates all pulses with
amplitudes higher than the maximal level of the spectrometer of 20.83 MeV.
The methods for characterization of the type of incoming space radiation are
described by Dachev in [21].

The total external and internal shielding before the detectors of R3D-
B3 instrument is not well known but very rough estimations give value of et
lest 5 g cm? aluminum material. The calculated stopping energy of
normally incident particles to the detector of the instrument is 8.5 MeV for
electrons and 67.5 MeV for protons [22]. This means that only protons and
electrons with energies higher than the above mentioned could reach the
detector.

BION-M Ne 1 is a LEO satellite that orbited the Earth with a period
of 89.9 min, an inclination of 63° with respect to the Earth’s equator (highly
inclined orbit), and with an altitude above the Earth surface in the range
253-585 km. In this study the orbital parameters used were calculated by the
software KADR-2 [24].

3. Data analysis and results
3.1. All time dose rate and flux measurements

BION-M Ne 1 mission took place in the decreasing phase of the 24™
solar cycle, and the satellite flew during a period characterized by moderate
solar activity. 2 relatively small SEP occurred during the flight of the
satellite. The maximum of the first one occurred about midday on 21 April
2013. No real enhancement in the proton flux with energies above 100 MeV
was observed in the GOES-13 data. The maximum of the second one
http://www.swpc.noaa.gov/ftpdir/warehouse/2013/2013_plots/proton/20130
426 _proton.gif occurred at the early morning time on 25 April 2013. In this
period BION-M Ne 1 was in the region of the SAA that is why R3D-B3
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instrument was not able to registries it. The geomagnetic field during the
period of the BION-M Ne 1 flight was also at moderate level with a sporadic
period with Kp=5 in the interval 3:00-6:00 on 26 April 2013.

lonizing radiation doses and fluxes during the whole monitoring
period of the RD3-B3 instrument (16 April to 13 May 2013) are plotted at
Fig. 2. The red curves there correspond to the dose rate values, while the
blue curves shows the flux rate variations.

Fig. 2 shows two important periods recorded at 1-min resolution. The
lowest doses and fluxes in the left part of the figure were obtained after
16:00 UT on 16 of April 2013 when the switching ON of RD3-B3 into the
BION-M Ne 1 satellite occurred. These values are comparable with the
natural background radiation with a mean value about 0.1 puGy h™. Few
sporadic maxima, which are seen there was generated by the so called
“Microphone effect” when the detector produces noise pulses in result of
mechanical strikes outside the RD3-R3 instrument.

The recorded maxima in the central and right side part of Fig. 1 were
obtained during the crossings of the South-Atlantics magnetic anomaly
(SAA) region where the inner radiation belt populated with high-energy
protons is encountered. The meander of dose rates between 0.3 and 12 uGy
h™ is generated when the satellite crosses the geomagnetic equator
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(0.3 pGy h) and returns back to high latitudes in the polar regions
(12 uGy h').

Very first part of the in orbit data at figure 2 was recorded when the
BION-M Ne 1 satellite was still in elliptical orbits at altitudes between 253
and 585 km, that is why these SAA crossings maxima are relatively lower
than the main part of the data. In the circular orbits data well seen are 2
different periods. First period shows that the descending orbits SAA
maxima are lower than the ascending. In the second period this is in reverse.
The probable reason for these features is changing in the orientation of the
satellite.

3.2. Analysis of the recorded space radiation sources

In Dachev [21] it was shown that the dose from flux and dose to flux
dependencies can characterize the type of the predominant radiation source
in the Liulin type instruments. The dose to flux dependence is also known as
specific dose (SD). Figure 3 is prepared to confirm these features again with
the RD3-B3 data and to be analyzed the recorded space radiation sources.
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Fig. 3. Characterization of the RD3-B3 predominant radiation sources by the dose rate
from flux and specific dose dependencies

The abscissa plots the measured flux in cm™ s™, while the ordinate shows

116



the dose rate in uGy h™ and specific dose in nGy cm? part® [21, 23]
(Heffner, 1971; Dachev, 2009) for the period 23 April - 13 May 2013.

The large amount of red points in the diagonal of the figure is responsible
for the dose rate values, which, as expected, are in linear dependence from
the flux, while the almost horizontally plotted blue points present the SD
values.

Three branches in each graphic are differentiated and they look as a
left hand wrist with two fingers. The wrist represents a highly populated part
in the diagonal bunch of points: (1) it takes a large amount of the measured
points in the range 0.3-15 puGy h; (2) for a fixed flux a wide range of doses
is observed. These two features could be explained only by the GCR
particles, which, being with small statistical relevance and high LET, are
able to deposit various doses for fixed flux value. The smallest dose rates
(0.3-0.4 pGy h™) are observed close to the magnetic equator, while the
largest are at high latitudes. In the horizontal graphic this part of the data is
represented with a similar large amount of points, which in large scale
overlap the dose rate diagonal points.

The “index” finger is in the dose rate range 9-23 pGy h™. Its
representation in the horizontal graphic is a finger extending up to 17 cm? s
! with SD values below 1 nGy cm? part™ (pls. look the green horizontal
line). This finger is based on low LET particles and could be formed only by
the relativistic electrons [21, 25] (Dachev et al., 2009 and 2012b) in the
outer radiation belt. Here because of higher shielding (more than 5 g cm™
aluminum) the relativistic electrons fluxes measured with RD3-R3
instrument are much lower than the presented in the referenced above
papers.

The “big” finger in the diagonal graphic has a different source
compared to the previous two because it is characterized by a high range of
doses for fixed flux but the dose rates are in the range 20-4300 uGy h™.
This amount of points could be formed only by protons from the IRB (The
region of South Atlantic Anomaly (SAA)) whose dose depositions depend
on the energy. The lower energy protons are depositing higher doses. In the
horizontal graphic this finger has a similar form and is situated in the range
1.2-8.5 nGy cm? part™. Both IRB and ORB fingers can be approximated by
straight lines. From these approximations we obtain that 1 proton in IRB
produces in the Silicon detector on average a dose of 1.4 nGy, while 1
electron in ORB produces a dose of 0.33 nGy, which is in good agreement
with Heffner’s formula [23].
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Table 1 summarizes the observations presented in figure 3 and gives
the statistics of the measured values. In the last 2 columns of table 1 the
selecting requirements is presented. The values was obtained in reference
with the points distribution presented at figure 3 but the data period is larger
and cover the following time interval - 19/04/2013 10:08:59 - 13/05/2013
08:59:39. Also the daily average and total accumulated values are calculated
and presented. In 3 columns the averaged coordinates: longitude, latitude
and altitude where the values are obtained are presented.

The comparison of the values presented in table 1 with analogical
values obtained at International space station (ISS) and reported by Dachev
[5] reveal the following results: 1) The obtained at the BION-M Ne 1 GCR
average daily dose rate values (120 uGy day™) is higher than the measured
at 1SS (91.1 uGy day™) because the BION-M Ne 1 altitude and inclination of
the orbit is higher than respectively ISS parameters (360 km altitude and 52°
inclination); 2) Same is applicable for the inner radiation belt average daily
dose rate values. The ISS value is 426 uGy day ™. The BION-M Ne 1 dose
rate increase is more than 2 times and reach 876 uGy day; 3) As already
mentioned the outer radiation belt relativistic electrons dose rate on
BION-M Ne 1 satellite are very small because of large shielding and

Table 1. Statistical data obtained with the RD3-B3 instrument in the period
19/04/2013 10:08:59 - 13/05/2013 08:59:39

Aver. Dose | Min. Dose |Max. Dose| Total Selecting requirements
Re- Rate/Flux | Rate/Flux | Rate/Flux [ Dose
o Meas | ey hiy | TGy b [ Gy b /|RatefFluen.|AYE" | AVET: |AVEr. | Dose/Flux | SD [nGy
9 [No] [cm? 5] [em?s | em?si | [mGyl/ Alt. | Lat |Long.| [ G}Z/ h-1] cm? part™]
[Dayl || "Gy day™]|[ Gyday™]|[ Gy day|[No part] | KM |[Deg.]([Ped] [em™s7]
1
1
All | 34391 41.03 0.4 4530.12 23523 | 561 |-0.06| 0.08 No No
data |23.883 6.05 0.26 699.8 4159420
34401 985 495 1139
GCR | 32407 5.34 0.4 14.99 2.887 561 | 1.49 | 2.62 <15 <2
22.505 157 0.26 10.12 1015420
120 108 124
IRB | 1768 698.3 20.04 4530.12 20.58 566 |-24.9-44.6 >20 >1
(SAA)| 1.228 88.44 1.63 699.8 3127360
876 387 1017
ORB | 226 13.61 20.04 22.61 0.051 583 [-36.7 | 17.2 | 10<D<30 <0.8
0.157 6.77 5.0 14.53 30580 F>5
38 0.0 241
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practically is not comparable with data obtained outside ISS.

3.3. Latitudinal distributions of the data

Figure 4 summarizes the distribution of the obtained dose and flux
data and of the calculated SD value in nGy cm? part™® against the L value
[25]. The dose and flux data show two obvious maxima — one at L values of
about 1.3 and another at about 4. The lower L value maximum corresponds
to the inner (proton) radiation belt, which is populated mainly by protons
with energies from few tens to few hundred MeV. The higher L value
maximum corresponds to the outer (electron) radiation belt, which is
populated mainly by electrons with energies from hundreds of keV to a few
MeV. The large amount of points with low doses and fluxes are obtained at
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Fig. 4. Distribution of dose and flux and SD data against the L value

low and mid magnetic latitudes outside of the radiation belts and is
generated mainly by Galactic cosmic ray (GCR) particles. This radiation
shows a ‘‘knee” at L value about 2.5-3. The large amount of points close to
1 nGy cm? part™ is produced by GCR, which being high LET particles are
able to delivery different doses with same flux values. Also the GCR did
have very small fluxes and the Heffner’s formula [23] is not applicable for
them.
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The specific dose value is provisionally divided into two parts —
below and above 1 nGy cm? part™. According to this value divides the range
of doses delivered by electrons below of about 0.7 nGy cm? part™* and by
protons above 1.12 nGy cm? part™. Some more features are seen also in the
SD distribution. Points with specific doses at about 1-2 nGy cm? part™ at
L = 1.2 are generated by protons with energies of a few hundred MeV.
Points with specific doses at about 2-5 nGy cm? part™® around L = 1.7 are
generated by protons with energies below 100 MeV.

Generally the SD variations at BION-M Ne 1 satellite are with small
dynamics in comparison with analogical distributions obtained on Foton-
M2/M3 satellites and on ISS [14, 16, 21, 26] with instruments outside the
pressurized volume.

Conclusions

This paper analyses the first results for the radiation environment
inside the BION-M Ne 1 spacecraft generated by different radiation sources,
including: Galactic Cosmic Rays (GCRs), IRB trapped protons in the region
of the South Atlantic Anomaly (SAA) and outer radiation belt (ORB)
relativistic electrons. The satellite was launched on 19 April 2013 at 10:00
UT from the Cosmodrome of Baikonur (Kazakhstan).

On 19th of May at 03:12 UT the Landing module of BION-M Ne 1
successfully touched down at Orenburg region, after 30 days in orbit.
http://biosputnik.imbp.ru/eng/index.html

The RD3-R3 low mass, dimension and price instrument proved it
ability to characterize the radiation environment inside the BION-M Ne 1
satellite, including the relativistic electron precipitations. This was achieved
mainly with the analysis of the deposited energy spectra, obtained at each
measurement cycle of 60 s.

The comparison of the values obtained with RD3-R3 instrument with
analogical values obtained at International space station (ISS) and reported
by Dachev [5] reveal the following results: 1) The obtained at the BION-M
Ne 1 GCR average daily dose rate values (120 uGy day™) is higher than the
measured at 1SS (91.1 uGy day™) because the BION-M Ne 1 altitude and
inclination of the orbit is higher than respectively ISS parameters (360 km
altitude and 52° inclination); 2) Same is applicable for the inner radiation
belt average daily dose rate values. The average ISS value is about
250 uGy day™. The BION-M Ne 1 dose rate increase is more than 3 times
and reach 876 pGy day™; 3) As already mentioned the outer radiation belt
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relativistic electrons dose rate on BION-M Ne 1 satellite are very small
because of large shielding and practically is not comparable with data
obtained outside ISS.

The obtained first results with the RD3-R3 instrument on BION-M
Ne 1 encouraged us to perform further more comprehensive analysis of the
dose rate and flux data.
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MNPEABAPUTEJIHU PE3YJITATU 3A PAIMALITMOHHATA
OBCTAHOBKA HABJIIOJABAHA C 1O3UMETDBHPA-
PAJMOMETDBP RD3-B3 HA CITbTHUKA BION-M Ne 1

1. /laues, b. Tomos, 0. Mameuituyk, I1. /[lumumpos, H. bankoe,
B. llempoes, B. lllypuwaxos, O. Heanoesa, /l.-11. Xeowvp, M. /Iedepm,
M. Hlycmep, I'. Paumuy, I'. Xopnex, O. ILoy

Pe3rome

Kocmuueckara paamanusi € W3MEpeHa ChC CIIEKTPOMETHpa-I03H-
merbpa P/I3-B3 (B craTusaTa ce n3non3Ba jaTHHCKaTa TpaHckpumnuus RD3-
B3) na Oopaa pyckus Be3BpamiaeM cibTHUK BMOH-M Ne 1 (B craTusita ce
u3nomsBa garuHckara Tpanckpumus BION-M Ne 1). VpeasT e MoHTHpaH
BBbB BBTpPEILIHATA YaCT HA CITbTHUKA, 3a€/IHO C OMOJIOTUYHHU OOEKTH U IPOOH.
[TpubopsT RD3-B3 € paboreria Ha OaTepun BepcHsi Ha pe3epBHUS MOJIENT Ha
npubopa R3D-B3, paspaboren m m3paboren 3a miaardpopmara Ha ESA
BIOPAN-6 netsma Ha cnpTHEKa Foton M3 npe3 centemBpu 2007 ronuHa.
Kocmudeckoro #WoHM3HMpamo JbYeHHE € HaOmogaBaHo ¢ 256 KaHAJIHU
CIEKTPH Ha TOTBJIHATATa CHEPrHs, KOWTO IO-HATATBK C€ M3IOJ3BAT 3a
olpesieNsiHe Ha MOT'hJIHATATa 710332 U MOTOK. JIOKIaabT mpencTaBsi MbPBUTE
pe3yaTaTd 3a paaualMoHHaTa oO0craHOBKa Ha BHcounHa (253-585 kM) Ha
cnbTHUKA BUOH-M Ne 1.
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Abstract

The project ““Heliobiology” (2011 — 2015) reflects the intense interest towards the
influence of solar activity on the human health. One of its tasks is to study the putative
relationship between geomagnetic activity and the changes of heart rate variability in
healthy volunteers.

The paper presents the first results from 5 simultaneous experiments performed in
2013 at 3 different latitudes - Sofia, Moscow and Arkhangelsk. The aim of the experiment is
to study the degree of conjugation of the heart rate variability with the variations of the
geomagnetic field.

To minimize the experimental bias one and the same hard- and software is applied
during the testing. ECG signals are recorder via "KARDI-2"; the software package is
"Ecosan-2007", both developed by "Medical Computer Systems"”, Zelenograd, Russia. The
duration of the observations ranged from 60 to 100 minutes. A comparison of the dynamics
of the minute variations of the heart rate with the horizontal components of the
geomagnetic field vector has revealed a synchronization of the research parameters.
Further experiments are planned in the years to come to confirm the results in a larger
experimental group.
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Introduction

Geomagnetic field is a natural phenomenon. When the Earth was
formed 4.5 billion years ago magnetic fields were already present.

Long before the appearance of human species, almost 2 billion years
ago, marine magnetotactic bacteria evolved. Magnetotactic bacteria
developed membrane-encapsulated nano-particles known as magnetosomes.
Magnetosomes allowed and still permit bacteria to orient themselves along
the Earth's magnetic field lines in order to migrate to more favorable
environments. Magnetosomes are result of Earth’s evolution. They contain
the iron-oxygen composite, magnetite, and presumed to play a key role in
navigation. Magnetosomes are widely speared over various Sspecies.
Example is the avian magnetic compass, developed 90 million years ago,
enabling pigeons to detect magnetic field changes from 20 nT to 0.02 uT or
even lower. To put it short: Geomagnetic sensitivity is phylogenetically
widespread. It exists in fishes, major groups of vertebrate animals (chickens,
mole rats, etc.), as well as in some mollusks, crustaceans and insects [1]
Humans are not an exception.

When humans are concerned the impact of the geomagnetic field
(GMF) variations on health is an underexplored area. Studies revealed that
geomagnetic variations may causes changes in the normal functioning of the
central and vegetative nervous systems, cardiovascular system and cognitive
performance [2-7]. It is already accepted that:

* A subset of the human population (10-15%) is not only sensitive

but a bona fide hypersensitive and predisposed to adverse health

problems due to geomagnetic variations;

» Extremely high as well as extremely low values of geomagnetic

activity seem to have opposing health effects;

» Geomagnetic effects are more pronounced at higher magnetic

latitudes.

The biological mechanism of geomagnetic variations on human
health is not clear. Researchers are trying hard to understand magnetic
sensitivity which still remains one of nature's extraordinary secrets. During
last decades two theories are widely discussed. According to the first
melatonin hypotheses temporal geomagnetic variations are acting as an
additional zeitgeber (a temporal synchronizer) for circadian rhythms. The
second, Cryptochrome gene hypothesis, considers that changes in the
geomagnetic field are mediating stress responses more broadly across the
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hypothalamic—pituitary—adrenal axis. To use different wording — in both
cases the reactions of biological systems to geomagnetic field variations is
supposed to be evident when the main frequencies present in the spectrum
of geomagnetic fluctuations is similar to the main frequencies of the
physiological processes [8-11]. Despite of the fact that some experimental
results supporting the above statement were published recently [12]
sufficient amount of experimental data with humans is still lacking. The
authors of this paper have already found similar periods in the spectra of the
heart rate variations and in the vector components of GMP in the milli hertz
frequency range. The periods were not only similar but they appeared and
disappeared at one and the same time. The synchronization effect was
observed in small group of health volunteers [13-14].

It is well-known that the decreasing of the geographical latitude
results in a reduction of the amplitude variations of the magnetic field
vector. The aim of this experiment is to study the degree of conjugation of
the heart rate variability and the variations of the geomagnetic field at one
hand and its dependence on the latitude of the place of observation on the
other. To do this, simultaneous monitoring of heart rate variability of
healthy volunteers was conducted at three geographic locations.

Methodology

At the very beginning it is necessary to underline that the experiment
is difficult and time consuming. It is also connected with lots of ethical
principles that have to be respected and were followed strictly, i.e. (a) an
informed consent from research participants was obtain before the
experiment; (b) the risk of harm to participants was minimized; (c)
participants had the right to withdraw from the research; (d) deceptive
practices were avoided; and (e) participants anonymity and confidentiality is
protected and their real names will not be revealed. In this paper the
participants or subjects are marked as No. 1, No. 2 etc.

Subjects are 5 healthy volunteers, women, mean age 39,4 years — 1
in Sofia, 2 in Moscow and 2 in Arkhangelsk.

Locations of the experiment and their latitudes are: Sofia, Bulgaria
42° 40" N 23° 20' E; Moscow, Russia 55° 45 N 37 ° 36° E and
Arkhangelsk, Russia 64° 34' N / 40° 32' E.

The procedure is as follows: Monitoring of heart rate activity is
performed simultaneously in the 3 locations. The four leads
electrocardiogram (ECG) is recorded at rest, in a supine position, after a 10-
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minute adaptation. There are specific dietary requirements to be followed 24
hours before the experiments, i.e. exclusion of some types of drugs, natural
stimulants, etc.

To minimize any potential bias of the results one and the same
device, specified for measuring electrical micro alternation of ECG, Kardi-
2, is used. The software package is "Ecosan-2007". Both are developed by
"Medical Computer Systems", Zelenograd, Russia. The duration of the
observation periods ranged from 60 to 100 minutes.

Parameters used in the analysis are:

- Physiological - the minute values of heart rate (HR);

- Geophysical — the minute values the horizontal components of

the geomagnetic field.
Geomagnetic data were derived from 2 geomagnetic stations for
each location, i.e.
- For Archangel (64° 34' N / 40° 32' E) data from the geomagnetic
stations Sodankyla (SOD, 67.400 26.600) and Nurmijarvi (NUR,
60.500 N, 24.600 E) were used,;

- For Moscow (55° 45' N / 37° 36' E) data from the geomagnetic
stations Borok (BOX, 58.070 N, 38.230 E) and Kiev (KIV, 50.70
N, 30.30 E) were used;

- For Sofia (42° 40 N/ 23° 20 E) data from the geomagnetic
stations Panagjurishte (PAG, 42.50 N, 24.20 E) and Surlari
(SUA, 44.68 N, 26.25 E) were used.

The INTERMAGNET network (International Real-time Magnetic
Observatory Network, http://ottawa.intermagnet.org/Welcom_e.php) listed
for free all these data.

The aim of the experiment is to look for synchronized minute
variations of the heart rate indices that match the minute variations GMF.

Analysis and Results

MATLAB R2010a software was applied for the analysis. Priory the
calculations the linear trend was excluded from all analyzed time series. To
delete a range of high-frequency noise, the constant component of the signal
and the linear trend, the records were passed through a band pass filter with
a Blackman-Harris window with the values of the lower and upper cut-off
frequencies, respectively, 0.025 and 0.95 of the Nyquist frequency.

When physiological parameters are concerned important is not only
the presence or absence of a certain period in the signal spectrum, but also
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the time of its appearance and disappearance. The records analyzed in these
experiments were relatively short — from 60 up to 100 minutes. This does
not allow applying the method of spectral-temporal transformation. A more
convenient for this case, the method of wavelet transformation (applied in
digital signal processing and exploration geophysics) with the basic function
of Morlet [15] is used.

To make the comparison of the results easier, large-scale parameters
obtained in the wavelet analysis, have been converted into temporary
characteristics similar to the period of oscillation in the spectral analysis.

Geomagnetic conditions at the time of observation: The geomagnetic
activity was low in the days of the experiments. The values of the three-hour
Kp index at the time of the experiments ranged from 0 to 1.7 according
ftp://ftp.ngdc.noaa.gov/STP/GEOMAGNETIC_DATA/INDICES/KP_AP

The horizontal components of the GMF at the time of the
experiments are presented at Fig. 1. Time series are shown after applying
thereto a band pass filter, i.e. bring them to a form suitable for comparison
with the physiological data.
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Fig. 1. Comparative dynamics of the horizontal components of the geomagnetic
field at the time of one of the synchronous experiments (15.05.2013, 07-08 UT)

The figure reveals that the variations of the horizontal component of
the GMF are very close despite of the significant distance between the
recording stations. At the same time, the comparison of the GMF variations
at different latitudes and the comparison of the magnitude scales show that
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the amplitude of the rapid variations decreases with the decreasing latitude,
a fact that is in correspondence within the nowadays understanding of the
behavior of GMF variations. Such a comparative analysis was performed for
all five experiments.

In contrast to the horizontal X-component, the minute variation of
the vertical component Z of GMF is highly dependent on the underlying
surface at the point of measurement. As the experiments are performed far
away from the recording geomagnetic stations, the dynamics of the Z-
components cannot be used in the statistical analysis.

Figures 2 and 3 present the results of wavelet analyses of two out of
the five experiments.

Fig. 2. The wavelet transform of time series of geophysical and physiological data,
15.05.2013
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Fig. 2 reveals the results from experiments performed on
15.05.2013, starting at 7 UT. The left column contains the wavelet images
of minute variations of GMF. The order of the data is as follows (1)
Sodankyla (67.4167° N, 26.5833° E), (2) Nurmijarvi (60.4667° N,
24.8083° E), (3) Borok (49° 51' 0" N, 31° 34' 0" E), (4) Kiev (50.4500° N,
30.5233° E), (5) Panagjurishte (42.5000° N, 24.1833° E), i.e. the latitude is
descending. The right column contains images of wavelet time-series of the
heart rate data, measured in corresponding latitudes - (1) and (2) are subjects
No.1 and No.2 in Arkhangelsk , (3) and (4) — subjects No. 3 and No. 4 in
Moscow while No. 5 - in Sofia.

Applying wavelet analyses similarities were searched for in the
patterns of variation of GMF and heart rates. No matter whether the
geomagnetic data or the heart rates were analyzed, the following
requirements were fixed - periods must not be smaller than 3 and not larger
than 33. The boundaries of 3 and 33 gave the chance to delete noise and yet
to “catch” available periods in the data. The upper level of 33 was chosen as
the experimental lines of the physiological measurements in part of the
experiments do not exceed 60 minutes. Thus even if there are only 2 periods
during an experiment, they will be marked. The upper level 33 also explains
why on the Y axes the maximum mark is 35.

The analysis of the five figures in the left column reveals 3 periods
in horizontal variations of the components of the GMF — 7-10 minutes, 15
minutes and 25-28 minutes. They are indicated with white rectangles on the
figure. The first period (7-10 minutes), although present in all measure, has
a lower intensity and is less pronounced in the southern latitude (5). The
second one (15 minutes) is observed during all the experiments in the
southern latitudes. It is also evident in middle latitudes (parts 1-3) too but
with a slight delay - approximately after 30 minutes from the beginning of
the experiment. On the contrary, the third period (25-28 minutes), is visible
throughout the experiment in northern latitudes (with increasing amplitude
to the end of the experiment), while at the southern (5) is exposed as
separate perturbations somewhat to the second half of the experiment.

The comparisons of the dynamics of the heart rate variability and the
GMF variations have a significant number of matches. Thus, for subjects
No. 1-4 wavelet spectra reveals a period 25-27 minutes. Its amplitude is
increasing in the second half of the experiment especially in the data of
subjects No. 1 and 2, tested in the most northern location, i.e. the dynamic is
similar to the variations in the geophysical rows.
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Fig. 3. The wavelet transform of time series of geophysical and physiological data,
11.06.2013

A 15 minutes period is evident in the southern latitudes. It is clearly
visible throughout the entire experiment in both physiological and
geophysical data. To a larger extent it is also present in the results of
subjects No. 1 and 3 in the second half of the experiment and is observed as
a decrease in the value of the longer, 27 -minute, period.

A period of 9-10 minutes, rather similar to the 7-10 minutes period
revealed in the geophysical series, is detected in the physiological records of
all 5 subjects. The fact that the time of the maximum amplitude of this
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period is different for different subjects is not a surprise. Even though strong
emotional stimuli were excluded from the experimental environment, short-
term (1-2 min) changes in the level of heart rate may be result of differences
in personalities of the subject participating in the experiment or be provoked
from their thoughts.

Figure 3 shows the results of an experiment conducted by
11.06.2013, starting time of the experiment — 7 UT. The dynamics of the
horizontal component of the GMF variation is on the right side, while the
left side presents the heart rate variability.

The comparative analysis of the different spectral components of the
geomagnetic variations at different latitudes discloses that a period of 7-10
minutes, despite of changes in its intensity, is represented in all five wavelet
spectra over the entire period of the observation. The same period is shown
in all wavelet spectra of the heart rate variations.

Another period that is detected is a 15-20 minutes one. The
dynamics of this period is different at different latitudes. It started as a 15
minutes period in the Northern latitude during the first half of the
experiment. 30 minutes after the beginning of the experiment it increases to
20-23 minutes. In the middle latitudes (BOXX and KIVX) its value is
approximately constant at 17 minutes, while in the South is 20 minutes in
the first half and 15 in the second half of the observation. A similar trend is
revealed in the variability of the physiological data. The match between the
geophysical variability and heart rate variability is rather good in 3 out of 5
subjects tested (No. 1, 3 and 5).

Individual differences between subjects taking part in the experiment
could also be detected. For example, heart rate variability of subject No. 4
demonstrates a period of 15 minutes only the second half of the experiment,
whereas GMF values in middle latitudes contained a period of 20 minutes
during the entire observation period.

The result of the analyses all five experiments are summarized in
Table 1.

Table 1
19.04.2013 15.05.2013 17.05.2013 11.06.2013 13.06.2013
No. 1
No. 2 No measures

No. 3
No. 4
No. 5 No measures
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The grey color indicates the “full” matches between geophysical
data and heart rate data, i.e. the trends, moments of appearance and the end
of the periods, changes in the average. Such matches are especially evident
in the records of subject No. 3 on Fig. 2 and 3.

The white (no color) color indicates the experiments in which there
are small fragments that are not presented simultaneously in both
geophysical and physiological data lines, despite of the fact that all other
parameters match. Example is the record of subject No. 5 from 15.05.2013.
During that experiment only 2 out of 3 periods are matching. The dark grey
color indicates very weak match, i.e. the there is only one period of
coincidence as for examples data received from subject No. 4 on
15.05.0213.

Conclusion

The pilot experiments revealed that the matches of the variations of
heart rates and the variations of the horizontal component of the
geomagnetic vector are observed not only in the North but also in the
southern latitudes. The sample presented in this paper is not sufficient to
make firm conclusion about the correlation between the trends in the
variability of GMF vector and physiological parameters recorded. More
extensive study is required. However, the results received demonstrate that
it is worth dedicating efforts and time to study the above mentioned trend in
more details as well as to expect strong correlation. Based on the results
summarize in Table 1 the conclusion is that event in the available small
sample size (5 subjects per 5 measures) 47,8% (grey color) of the data
revealed fully matching of geophysical and physiological data. In additional
30,4% the variation trends of the physiological and geophysical parameters
is high although not entirely identical (white color). Or, in 78,2% of the
experimental data a similar patterns of variation of geophysical and heart
rate variability is recorded.

Experiments, as those described in this paper, are important. The
experiments discussed in the paper involved healthy volunteers, i.e. people
that have good adaptation reserves, and the response to variation of GMF
will not push them beyond the physiological norms. However, for people
suffering from cardiovascular diseases such as instability of sinus node
function, external factors affecting the generation of the cardiac impulse and
controlling the heart rate may cause serious problems. The observed effect
of synchronization of heart rate fluctuations of healthy subjects with
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fluctuations in GMF may give us an effective tool to address further one of
the most important tasks geliobiophysics — the revealing the mechanism of
geomagnetic sensitivity.
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CUHXPOHM3ALIMA HA BAPUABUJIHOCTHUTE HA CbPJAEYHUA
PUTHBM U TEOMAT'HUTHOTO IOJIE: IIMJIOTHO ITPOYYBAHE

T. 3enuenkxo, M. ﬁOp}IaHOBa, JI. IlockoTuHOBa, A. MenBeaeBa,
T. ¥Y3yHos, A. Anenkona, T. Bpeyc

Pesrome

ITpoexTsT "Heliobiology" (2011 - 2015) orpa3siBa rojaemMus HHTEpEC
KBbM BIIMSTHUETO HA CIITbHYEBATA aKTUBHOCT BBPXY 3[paBeTo Ha yoBeka. ExHa
OT 3aJaynTe My € Ja T[poydd I[pejrnojaraemMara Bpb3Ka MEXKIY
reOMarHUTHaTa aKTUBHOCT ¥ TPOMEHHTE Ha BapHaOWIHOCTTa Ha
ChpJieYHaTa 4eCTOTa MPH 3/IpaBH JOOPOBOJILIH.

Cratuara TpeaCcTaBs ITBPBUTE pE3yJITaTH OT S eTHOBPEMEHHHU
excriepuMeHnTd, u3BbpuieHn npe3 2013 r. B Tpu pasnuuHu reorpadCcku
mpunu - Codus , MockBa u Apxanresnck . Llenara Ha excriepuMeHTa e j1a
ce wu3cleqBa CTElNeHTa Ha CHOTBETCTBUE BBB BapHaOWIHOCTTA Ha
Chp€YHATa YeCTOTa M BapHAllMU Ha TEOMAarHUTHOTO TI0JIE.

3a J1a ce HaMaJld BIUSHUETO Ha Peaulia CTPAaHWYHU (PaKTOpU elHA U
ChI[a amapaTypa ce M3MOJI3Ba 332 PETUCTPAI Ha ChPACYHHUTE MapaMeTpu U
B Tpute rpaga. Taa e EKI" xonrep "Kardi -2" cpc codryepen maker e
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"Exkocan - 2007", pazpaborenu ot " MeaUIIMHCKA KOMITIOTHPHH CUCTEMHU
3enenropof, Pycus. IlpoabmkurenHoCTTa Ha €KCIIEPUMEHTUTE BapHupa OT
60 o 100 munyTu. CpaBHEHHETO HA JMHAMUKATa HA MUHYTHUTE IIPOMEHU B
ChpA€YHATa YECTOTa C XOPWU3OHTAJHATA KOMIIOHEHTa Ha BEKTOpa Ha
r€OMarHUTHOTO I10JI€ Pa3KpU CHUHXPOHHU3ALMS HA M3CIIECABAHUTE MapaMeTpu
HE3aBUCHMO OT reorpadckata MIMPUHA. J[OMBIHUTENHN €KCIIEPUMEHTH ca
IUITAHUPAHU B CJEJBAIIUTE TOAMHH, 32 JIa C€ MOTBBP/AT Pe3yJITaTUTE Ha I10-
roJsiMa eKCIIepUMEHTAIHA TPYTIa.
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Abstract

The paper presents the results from a study aiming at detecting and assessing
abiotic stress in coniferous landscapes of Black pine monocultures (Pinus nigra L.) by
using ground-based geochemical data, models of technogenic pollution, and satellite
hyperspectral data from EO-1/Hyperion. Four vegetation indices (VIs), such as, MCARI,
TCARI, MTVI 2, and PRI, as well as the shape and area attributes of the red-edge spectral
features, have been studied in order to detect changes caused by the geochemical pollution.
The analysis was performed on 4 test sites sized each 30mx 30 m, to correspond to
EO-1/Hyperion pixel subspace, in homogenous coniferous landscapes in the Teyna River
basin — a left tributary to Iskar River. In effect, the red-edge position index for unstressed
coniferous landscapes (Black pine) was found to be at about 2=683 nm, whereas the
stressed ones red-edge position is at 1=671 nm. It was found that VIs, such as
TCARI/MCARI and Z. has highest correlation (r?=0.63; F: 5.20 at F: <0.1), followed by
MTVI 2 and Z, (r>=0.42; F: 2.48 at F: <0.21), and PRI and Z. (r’=0.30; F: 1.34 at
F: <0.33). Subsequently, the four test sites chosen were subdivided in two pairs,
corresponding to the modeled Z; values after Inverse Multiquadratic Function (IMF) from
the set of Radial Basis Function (RBF), into unstressed (test sites No. 2 and No. 5) and
stressed coniferous landscapes (test sites No. 10 and No. 11). The hypothesis tested is that
the clustering of EO-1/Hyperion VIs corresponds to Z. clustering using hierarchical
clustering method (Ward). As a result, the MTVI 2 and TCARI/MCARI values group their
first cluster relatively farther than Z. but the PRI does not reflect the Z; clusters. This lead
to the conclusion that the satellite hyperspectral narrowband VIs are still not sensitive
enough to study the geochemical background and vegetation stress of geochemically
stressed coniferous landscapes by uranium mining without a priori ground based data.
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1. Introduction

Nature features cannot be measured directly by remote sensing.
Usually the reflectance in different spectral bands is correlated with ground-
measured forest attributes (Dimitrov and Roumenina, 2012). By the
incremental and non-specific changes in those forest characteristics it is
possible to detect negative and positive changes. From botanist point of
view it is accepted that plant stress is. “state in which increasing demands
made upon a plant lead to an initial destabilization of functions, followed by
normalization and improved resistance” (Lichtenthaler, 1996). Furthermore,
“If the limits of tolerance are exceeded and the adaptive capacity is
overworked, the result may be permanent damage or even death”
(Larcher 1987; Lichtenthaler, 1996). The plant stressis further differentiated
by its driving force, direction (positive or eu-stress and negative dis-stress),
phases (response, restitution, end, and regeneration phase) and the scale of
its impact (Lichtenthaler, 1996). A classification of the abiotic stressors and
their impact on the spectral characteristics of coniferous vegetation at
particular wavelengths of the spectrum has been done recently (Jones and
Schofield, 2008). In present study the studied stress driving factors are:
heavy metals and natural radionuclides. The possible use of hyperspectral
satellite missions such as CHRIS/PROBA (ESA) and EO-1/Hyperion
(NASA) for forest monitoring and chemical vegetation stress have been
addressed in several publications recently (Peddle et al, 2008; Filchev,
2013; Filchev and Roumenina, 2013). However, the still experimental
technology and the limited capabilities of the hardware, including telemetry,
calibration, as well as the high volume of data coming from hyperspectral
sensors, are still preventing the widespread use of hyperspectral data.

The motivation for the study is based on the fact that coniferous
forests in Bulgaria cover over 1.2 million ha, which represents 31 % of the
forested area (NSI, 2008; Dimitrov and Roumenina, 2012). Furthermore,
during the past decade in Europe have been implemented a series of projects
under FP6 and FP7 as well as on national levels which deal with the
utilization of hyperspectral remote sensing data for detection of stress and
monitoring of pollution in mining environments (Filchev and Roumenina,
2013). In Bulgaria the potential use of multispectral and hyperspectral
Remote Sensing (RS) satellite and airborne data, for detection and
assessment of Eollution from mining, has been studied since the beginning
of 80s of 20" century (Mishev et al, 1981, 1987; Roumenina, 1991;
Spiridonov et al, 1992; Velikov et al, 1995). For studying the level and the
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pathways of the pollution of the soil-vegetation system in the vicinity of
former Devnya enterprise, Kremikovtzz metallurgic enterprise, and
Kardzhali metallurgic enterprise were created landscape maps with the use
of multispectral images from MKF-6M and panchromatic images from
MRB, onboard of AN-30, as well as from the satellites ERTS, Landsat and
Salut 4. In order to study the level of the anthropogenic load is used the
coefficient of technogenic load or concentration - K¢, which is also used in
present study. Later on, geoinformation technologies are used in ecological
risk assessment and health assessment of the spruce forests of Chuprene
Man And Biosphere (MAB) UNESCO reserve (Roumenina and Dimitrov,
2003; Roumenina et al, 2003). The interest in studying the effects from
geochemical pollution had gained momentum and was continued and further
developed by employing field spectrometry data in the works of (Nikolov et
al, 2005; Kancheva and Borisova, 2005, 2007, 2008; Kancheva and
Georgiev, 2012; Filchev and Roumenina, 2012, 2013).

The objective of the study is to detect and assess abiotic stress of
coniferous landscapes, composed of monoculture European Black pine
forests (Pinus nigra L.), caused by uranium mining by using hyper spectra
Earth Observing (EO)-1/Hyperion satellite data and ground based
geochemical data.

1.1. Study area

The study area comprises the river basin of the Teyna River. It is
located between 42°50'N and 40°51'N latitude and 23°19'E and 23°20'E
longitude and occupies an area of 4,775 km? with altitude varying from 500
m as.l. at the influx of the Teyna River into the Iskur River to 964 m as.l.,
i.e. the highest parts of the water-catchment (Filchev, 2009; Filchev and
Yordanova, 2011; Filchev and Roumenina, 2013). The dominating
vegetation type is presented by mono-culture plants of Scots pine (Pinus
sylvestris L.) and European Black pine (Pinus nigra L.) in the place of the
natural oak (Quercus sp.) (Bondev, 1991; Filchev and Roumenina, 2013).

Iskra uranium mining section:

The Iskra uranium mining section is located in the river basin of the
Teyna River (area 4.87 ha) (Roumenina et al, 2007; Naydenova and
Roumenina, 2009). Within the section were developed 12 embankments, 1
quarry, and 2 technological sludge pans. In 1956 after open-pit mining
technique started the development of the deposit. The classical mining in the
section ended in 1962. In 1984 geotechnological mining was started, and
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was decommissioned in 1990. The technological liquidation, biological
restoration, and reclamation started after 1994 based on Decree
N0.163/20.08.1992 of the Council of Ministers and Order No.56 of the
Council of Ministers from 29.03.1994 (Simeonova, Ignatov, Mladenov,
1993; Banov and Hristov, 1996; Naydenova and Roumenina, 2009). The
environmental conditions in the studied region were additionaly
complicated by the correction of the river bed which caused almost total
draining of the surface waters through adits in the Kisseloto ezero (Filchev
and Y ordanova, 2011).

2. Materials and methods
2.1. Data

In this study two types of data are used — ground-based and satellite
data.

Ground-based data:

During the ground-based studies conducted in 2010-2011 on the
Iskra mining section, the following data were collected: GPS measurements
for more accurate georeferencing of the satellite data. The test sites were
sized 30m x 30m, which is the ground projection of EO-1/Hyperion pixel
(Filchev and Roumenina, 2013). The assessment of the geo-chemical
condition of the test area was based on an archive data and published
articles, (Simeonova, Ignatov, Mladenov, 1993; Banov and Hristov, 1996;
Georgiev and Grudev, 2003).

Satellite data:

One scene from the EO-1/Hyperion satellite spectroradiometer
acquired in 21 August 2002 (ID EO1H1840302002233110PZ), distributed
by the United States Geological Survey (USGS), was used. The
EO-1/Hyperion data is distributed in Hierarchical Data Format (HDF) 4.1
(or 5 edition) or Geographic Tagged Image-File Format (GeoTIFF) recorded
in band-interleaved-by-line (BIL) files. The data quantisation (digital
numbers — DN) is 16 bits and the scene total width is 7.5 km and the length
IS 42 xm. From 242 bands in the spectral region: (AL 357 + 2576 nm), 220
are unigue, i.e. they do not spectrally overlap. Fully calibrated are 198 bands
but due to the overlap in the Visible and Near InfraRed (VNIR) their
number is reduced to 196 bands. The calibrated bands are respectively, from
8" to 57" band in the VNIR and from 77" to 224" for the Shortwave
InfraRed (SWIR). With the increase of the wavelength (1) Signal-to-Noise
Ratio (S/N Ratio) of the EO-1/Hyperion decreases from 190:1 to 40:1
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(Pearlman, Segal et al. 2000). The scene under investigation represents the
study area 10 years after uranium mine decommissioning. The satellite data
and the vector layers used in the analysis were transformed into World
Geodetic System (WGS 84) datum, Universal Transverse Mercator (UTM),
Zone 35N projection. The 16-bit integer values of the .hdf files were
converted into spectral radiances (Beck, 2003). This was followed by
selection of EO-1/Hyperion spectral channels 6-57 and 77-92, which are
calibrated and correspond to ASD HH FS Demo 1445 spectral range used in
previous study of the authors (Filchev and Roumenina, 2013). The spectral
resolution of EO-1/Hyperion in the VNIR part of the spectrum is 10 nm,
which provides to derive information about the position of the red edge and
narrow-band VIs. QUick Atmospheric Correction (QUAC) agorithm was
applied on the selected channels in the respective spectra range using the
module QUAC in ENVI (Bernstein, Adler-Golden et al. 2005;
ENVI Atmospheric Correction Module User's Guide, 2010).

2.2. Data processing and analysis

2.2.1. Aggregate pollution index Z.

Forest maps from the regional forestry services of the town of Novi
Iskar were used in order to establish the heavy metal, metalloids, and
radionuclide pollution in the examined region (Filchev and Y ordanova,
2011; Filchev and Roumenina, 2012; Filchev and Roumenina, 2013). In
order to determine the test sites a stratified random sampling was made
within European black pine forests (McCoy, 2005). This sampling resulted
in the 15 randomly distributed test sites (Filchev and Y ordanova, 2011,
Filchev and Roumenina, 2013).

According to the developed model it is envisaged to perform a GIS
analysis by integrating the results from the processing of the satellite images
at test site level. The test sitesare sized 30 m x 30 m, i.e. the same size asis
the gpatial resolution of 1 pixel from EO-1/Hyperion. The test sites were
chosen within landscape units characterized with the exact composition of
natural and semi-natural environmental features. Some biometric parameters
of coniferous trees, such as: tree density, age, and height (derived from
forestry maps) were chosen to be homogeneous within the landscape units
in order to eliminate the bias in collecting the spectra from EO-1/Hyperion
image. This provides for a selection of 4 out of 15 test sites for analysis.
Furthermore, the four test sites were grouped in two pairs appeared to be
more contrasting in terms of aggregate pollution index - Z. values, and
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hence under different stress conditions. This provides for the statistical
representation of the integral assessment, as well as for the required spatial
level of detail for analysis by additional ground-based data of the
technogenic load of the examined region (Fig. 1).

Map of Geochemical Sampling and EO-1/Hyperion Test Sites in Teyna River Basin

3D Colour Composite Cubes of EO-1/Hyperion Scene

Continuum removed spectra of:
a) stressed (test site No. 10) and b) unstressed (test site No. 2) coniferous landscapes.

Legend
test sites water bodies

+ geochemical sampling m Teyna river basin

Scale " hydrographic network

Referent ellipsoid: WGS 84; Projection: UTM, Zone 35N
0 100 200 400 600 800 1,000
— —

Base image: of Republic of Bulgaria, 2006.

Fig. 1. Map of ground truthing and EO-1/Hyperion test sitesin Teyna river basin

The assessment of the technogeochemical state of the examined
coniferous landscapes for 1996 was made using the aggregate pollution
index (Z¢), see equation 1, with respect to the background concentrations
(Saet, Revich, Yanin, 1990; Vodyanitskii, 2010):

M Z=3K.-(-D

where K. is the technogenic concentration coefficient with Kc>1 (or
1.5), representing the ratio of heavy metal and metalloids concentrations
and/or the specific activities of natural radionuclides in the topsoil (0-20 cm)
to the background concentrations and specific activities determined for the
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examined region (Filchev and Yordanova, 2011; Filchev and Roumenina
2012; Filchev and Roumenina 2013):

@ K=o
Cbackt;;round

The distribution fields of Z. were made using Geostatistical Analyst
Extension in ArcInfo/ArcGIS 9.2 (Academic license). The interpolation
method used for calculating the K. and Z. was the Inverse Multiquadratic
Function (IMF) from the set of the Radial Basis Functions (RBF), since the
Root Mean Square Error (RMSE) has found to be the lowest compared to
other interpolation methods during cross-validation of the resulting layers
(Filchev and Y ordanova, 2011; Filchev and Roumenina, 2013).

2.2.2. Red-edge position

For present study the red-edge position, depth, asymmetry and area
were calculated after the linear red-edge reflectance model (Guyot, Baret,
Major, 1988):

3) R e aige = (p670 ;pmo)

The position of the red-edge wavelength of the electromagnetic
spectrum is given by (Van der Meer and De Jong, 2001):

(4) ﬂred ege = _ 7OO+4O((pred edge p700 j
(P70 = Prco)

2.2.3. Vegetation indices

The estimated and used four Vegetation Indices (VIs) in present study
have exhibited higher correlation with the Z. than the rest of the 30 Vs
tested initially. Those VIs have proven to be good estimates of pigment
content of the coniferous vegetation based on correlation between grounds
measured chlorophyll and carotene as well as field spectrometry of the
coniferous needles (Filchev and Roumenina, 2013). They are namely:
Modified Chlorophyll Absorption in Reflectance Index (MCARI),
Transformed CARI (TCARI), Modified Triangular Vegetation Index 2
(MTVI 2), Photochemical Reflectance Index 1 (PRI 1), (Table 1).
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Table 1. EO-1/Hyperion VIs used for detection and assessment of the abiotic
vegetation stress in coniferous landscapes

Vis Equation Source

MCARI MCARI= [(Rz00—Re70) —0.2* (Rro0—Res0)] * (Daughtry et al,
(Rr00/Re70) 1989)

TCARI TCARI=3*[((Rro0—Re70) —0.2* (Rro0—Res0))* (Haboudane et al,
(Rroo/Re70)] 2002)

MTVI2 (Haboudane et al,

2004)
PRI 1 PRI 1= (Rs2s-Rs67)/(Rs2s+ Resv) (Gamon et al, 1992)

2.2.4. Satistical analysis

Pearson correlation (r) and regression (r?) anayses between the
EO-1/Hyperion VlIs and Z; values were carried out. A set of dendrograms
(cluster analysis) were prepared according to the hierarchical clustering
(Ward method) using the derived VIs from EO-1/Hyperion satellite data and
Ze.

2.2.5. Validation

To assess the accuracy of geostatistical models, cross validation
procedure was used. For this purpose the models were assessed by leaving
out of the model a small subset of data from the sample. The accuracy of the
models was assessed by the Root Mean Square Error of estimate (RMSE).

3. Results and Discussions

3.1. Red-Edge Position and Depth from EO-1/Hyperion Data

The spectra, extracted from EO-1/Hyperion satellite data, shows a
blue shift of the red edge. The EO-1/Hyperion bands complying with the
calculated position of the red-edge are band No. 32 with central wavelength
of A=671.02 nm, and band No. 33 at A=681.20 nm. Difference is aso
registered in the depth, area, and asymmetry between the two isolated
groups of plants. stressed and unstressed (Table 4). However, the highest
difference is exhibited at test site No. 2, which red-edge position; depth,
area, and asymmetry are completely different from the others. This can be
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explained with the fact that test site No. 2 is positioned on the left slope
above the sludge pan. Hence, the geochemical leeching of the heavy metals
and natural radionuclide is impossible. In this sense the test site No. 2
environmental conditions also can be assessed as closer to the background
conditions than the rest of the test sites under investigation. This conclusion
IS supported also by the more recent investigation of the authors using field
spectrometry measurements (Filchev and Roumenina, 2013). Conversely,
the initially designated as most polluted test sites, i.e. test site 10 and 11,
proved to be with close values of the red-edge position, depth, area and
asymmetry. This similarity is supported not only by the background
geochemistry but also by the relative closeness of the two test sites which
are located tens to hundred meters down the stream after the technological
sludge pan of Teyna River. The difference in the red-edge position between
the test site No. 2 and test sites No. 10 and 11 is about 10 nm, which is
within the bandwidth of available to the scientific community satellite
hyperspectra systems such as EO-1/Hyperion and CHRIS/PROBA.
Therefore, the detection capabilities of current satellite hyperspectral
systems are very weak and need either higher spectral sampling rate at these
zones of the spectrum or to look at different spectral derivatives for
detection of chemical abiotic stress. Those distinctive features are obviously
the depth, area and asymmetry of the red-edge feature which is not strictly
bind to the limitations of spectral resolution of present satellite hyperspectral
missions, (Table 2).

Table 2: Depth and position of the red-edge in the visible (VIS) part of the
€l ectromagnetic spectrum for EO-1/Hyperion data

Test siteNo.  Red-edge position A (nm)  Depth Area Asymmetry

2 683.00 0.20 41.44 4.66
5 660.85 0.60 13514 2.28
10 671.02 0.65 14197 277
11 671.02 0.54 11743  2.86

3.2. Satistical analysis

3.2.1. Correlation and regression analysis

The next step of the analysis is to perform a correlation between the
grounds measured geochemical background expressed in modelled Z
values and the VIs extracted from EO-1/Hyperion scene. It was found
strong negative relationships between Z. and TCARI and MCARI, and poor
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direct relationship between Z; and PRI, (Table 3). The correlation between
Z. and the Vls proved the initial hypothesis that VIs were affected by the
background geochemistry. However, the high inverse correlation between
MCARI and TCARI is also reported between pigment content (chlorophyll)
and the Vs (Haboudane et al, 2002). Therefore, at the rates of geochemical
pollution the higher the pollution is the higher is the chlorophyll content is
registered in the studied test sites. This conclusion is supported by a recent
work of the authors which uses field spectrometry and ground-based
biogeochemical data (Filchev and Roumenina, 2013). It is to be noted that
the VIs such as TCARI and MCARI are less sensitive to heavy meta
pollution than to natura radionuclide pollution (Table 5). Contrarily, the
MTVI 2 and PRI exhibit stronger relationships with heavy metals
(metalloids) than with natural radionuclide. However, even they are more
sensitive to the metalloids concentration in soils their correlation coefficient
is not higher enough in order to use them to make geochemical predictions.
The strongest positive correlation is for TCARI/MCARI and Z. (r*=0.63;
F. 520 at F: <0.1). The lowest correlation is between MTVI 2 and Z.
(r’=0.42; F: 2.48 at F: <0.21), and accordingly between PRI and Z (r*=0.30;
F: 1.34 at F: <0.33).

Table 3: Pearson correlation coefficient (r; a=0.05) for Z. and EO-1/Hyperion VIs.

Variable Z: Z.radionuclide Z.metalloids
TCARI -0.80 -0.80 -0.71
MCARI -0.80 -0.80 -0.71

MTVI 2 -0.67 -0.66 -0.73

PRI 0.56 0.52 0.74

3.2.2. Cluster analysis

The areas subject to technogenic geochemical pollution were
delineated based on the Z.. Coniferous landscapes subject to abiotic stress
were reclassified into four classes according to the values of the Zc:
unstressed (Z:=0+10), moderately stressed (Z.=10+20), stressed
(Z=20+50), and heavily stressed (Z.>50) (Filchev and Roumenina, 2013).
Within those areas only the test sites No. 2 and No. 5 (unstressed) and test
sites No. 10 and No. 11 (stressed) were used in the cluster analysis in order
to test whether the Z. values group similarly to the VI values from EO-
1/Hyperion. The results are represented on (Figure 2).
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Fig. 2: Dendrograms of clustering of EO-1/Hyperion VIs and Z.. The numbers on
the figures correspond to: 1- test site No. 2; 2 —test site No. 5; 3 —test site No. 10;
4 —test site No. 11
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On Fig. 2, MTVI 2 and TCARI/MCARI vaues group their first
cluster relatively farther than Z.. However, the PRI does not reflect the Z
clusters. These results aso support the conclusions for the VI's
performances for abiotic stress detection drawn from visual comparison
between dendrogrammes from field spectrometry data, although there only
the first Principal Component of the VIs and field pigment data correspond
to the Z. groupings (Filchev and Roumenina, 2013).

4. Conclusions

Through the joint use of satellite spectrometry data and VIs from
EO-1/Hyperion and ground-based geochemical data, it was established that
coniferous forests are subject to abiotic stress caused by uranium mining. It
was found that, in sattelite spectra, the position of the red-edge with stressed
trees is shifted dlightly towards the orange and green part of the spectrum,
i.e. the so called “blue shift”. With healthy plants this shift is at A=683 nm,
while it is at about A=671 nm for the stressed ones. Furthermore, the
stressed coniferous plants feature a non-specific stress reaction or ,, exstress’
or an increased chlorophyll and carotene content with increased levels of
geochemical pollution - Z.. It should be noted however, that the registered
effects from geochemical pollution are specific to at a certain point after
which the saturated geochemical background has an adverse impact on the
vegetation expressed in chlorosis (yellowing) and die out of the coniferous
trees.
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It has also been found out that the VIs such as TCARI/MCARI and
Z. (r*=0.63; F: 5.20 at F: <0.1) has the highest correlation followed by
MTVI 2 and Z; (r’=0.42; F: 2.48 a F: <0.21), and PRI and Z. (r*=0.30;
F: 1.34 at F. <0.33). Therefore, the space borne derived VIs from
hyperspectral sensors at present level of technology development may be
used as an indirect indicator neither of geochemical background stress nor
for stress detection caused by uranium mining in coniferous landscapes due
to the weak relationships between geochemical background and narrowband
vegetation indices. However, the correlation between the four obtained Vis
and Z; led to the conclusion that most VIs, using chlorophyll absorption
lines, shows a very strong inverse correlation relationship with the Z.

In conclusion, the study will continue with an investigation of the
narrowband Vs which feature the most distinctive relationship between Vs
and the modelled Z; values. Those studies will benefit from employing
rigorous and versatile models for pollutant distribution in soils and
reclaimed lands.
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OTKPUBAHE U OHEHKA HA ABUOTHUYEH CTPEC,
IMPUYUHEH OT YPAHO/JOBUB, B UTVIOJIMCTHHU
JJAHAIIA®THU (C U3ITOJI3BBAHE HA CTBbTHUKOBU
CIIEKTPOMETPUYHU JAHHU OT EO-VHYPERION)

JI. Qunues

Pesrome

B craTtusrta ca npeacTaBeHu pe3yaTaTUTe OT MPOBEACHO M3CIICABAHE
C IIeJI OTKPHBAHE M OIICHKA Ha a0MOTHUYEH CTPEC B UTJIOIUCTHH JAaHIIIAPTH
Ha yepHOOOpoBU MoHOKYITYpH (Pinusnigral.) ¢ momorTa Ha FeOXMMUYHH
Ha3eMHH JJaHHU, MOJIEITH Ha TEXHOTEHHO 3aMbPCSIBaHEe, KAKTO U CITBTHUKOBH
crieKTpoMeTpudHn u3o0paxkenuss or EO-1/Hyperion. Wscnensanu ca
Bereranonnute unaekcu (BM): MCARI, TCARI, MTVI 2, u PRI, kakTo u
aTpuOyTHTE HAa YEPBEHUS PO, C 1IeJT OTKPHBAHE HA IPOMEHHU, TPUYHHEHH OT
TE€OXMMHUYHO 3aMbpCSBaHE BCIIEACTBHE HA YPaHOAOOWB. AHAIU3BT €
U3BBPIIEH Ha YETUPU TECTOBU ydacTbka ¢ pazmepu Bceku 30 mx 30 m,
CHOTBETCTBAIlM HAa pa3Mepa Ha TOAMHUKCETHOTO NPOCTPAHCTBO Ha
EO-1/Hyperion, 3aj10keHH B XOMOICHHHM WIJIOJUCTHU JIaHAMAPTH B
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Oaceiina Ha p. TeiiHa - 1B nputok Ha peka Hckbp. B pesyarar e
YCTaHOBEHA TIO3WIUATA HA YEPBEHHUS PBHO 3a HECTPECHPAaHU HIJIONMCTHU
nanamapTu (depeH O6op) A=683 NM, KakTo W 3a CTPECHPaHH HITIOJIUCTHU
naaamadTa A=671 nm. YcTaHOBEHO €, 4e BEreTallMOHHUTE WHJICKCH, KaTo
TCARI / MCARI wu cymapHHus KOCPHIMCHT Ha TEXHOTCOXMMHYHO
sambpesBane - Z ca cuaHo kopenmpann (r°=0.63; F: 5.20 ma F:<0.1),
nociensanu or MTVI 2 u Z¢ (r2=0.42; F: 248 na F:<0.21), u PRI u Z;
(r’=0.30; F: 1.34 na F:<0.33). TecTBaHa ¢ XHIIOTE3aTa, 4 IPYIHPAHETO HA
EO-1/Hyperion BU choTBeTCTBa Ha KIIbCTepU3alusaTa Ha Z; CTOWHOCTUTE
U3M0J3BaliKK METO/Ia Ha HepapxuyHaTa KiIbcTepusanus (Mo MeToja Ha
Ward). 3a Ta3u 1es1, n30paHUTe YeTHPH TECTOBH Y4acThKa ca pa3feieHH Ha
JIBE JIBOMKH CHOTBETCTBAIIY HA MOJCIHUTE CTOMHOCTH Ha Z: (M3MOJI3BAMKH
MHBEpCHAa MYJITUKBaApaTHa ¢yHkuus - IMF or MHOXecTBOTO Ha paguamHo
Oaszupanure pynkiuu - RBF): 1) Hectpecupanu (TectoBu yuactbim Ne 2 u
Ne 5) u 2) crpecupanu urnonucthu danamadpTu (tecroBu yuactbim Ne 10 u
Ne 11). B pe3ynraT Ha TOBa € yCTAaHOBEHO, Y€ TPYIMUPAHETO HA CTOHHOCTUTE
Ha MTVI 2 u TCARI/MCARI Ha nbpBHs KIIBCTEP CTaBa CPABHUTEIHO I10-
nanede oT mbpBUs Kibctep Ha Zc. ChoTBeTHO KirbecTepusanusiTa Ha PRI He
oTpassiBa Kibcrepute Zc. ToBa BoAM 10 3aK/IIOUYEHHETO, Y€ CI'bTHUKOBHUTE
criekTpoMeTpudHu TecHokaHanHu BU nomyuenn or EO-1/Hyperion, He ca
JIOCTaThYHO YyBCTBUTEIHH, KbM F€OXUMHUUYHUS (OH U aOMOTUYHUS CTPEC Ha
UTJIOJMCTHUTE JaHAAPTH, TIPUIMHEH OT F€OXMMUYHHUTE 3aMbPCSIBAHUS OT
ypaHo1001Ba.
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Abstract

The paper aims to investigate the capabilities of using high-resolution satellite images:
panchromatic WorldView-1 satellite image acquired on 30/11/2011 and multispectral
QuickBird-2 satellite image acquired on 31/05/2009 for crop analysis, which includes crop
identification, crop condition assessment and crop area estimates applications in Bulgaria
using the power and flexibility of ERDAS IMAGINE tools. The crop identification was
accomplished using unsupervised and supervised classification processing techniques using
as reference ground data. After the supervised classification, fuzzy convolution filter was
applied to reduce the mixed pixels using ERDAS Imagine software. Accuracy totals, error
matrix and kappa statistics were calculated using accuracy assessment tool in ERDAS
Imagine to assess the quality of the classification process. Crop condition assessment was
accomplished using the derived Normalized Difference Vegetation Index (NDVI) image
from the QuickBird-2 image, which was reclassified and was given meaningful estimations
on the crop condition. Crop area was estimated using pixel counting approach. Pixel
counting methods are known for introducing bias to the crop area estimates but using the
high Overall Accuracy of 90.86% and overall Kappa Statistics of 0.8538 for the classified
QuickBird-2 image and Overall Accuracy of 86.71% and overall Kappa Statistics of
0.7721% for the classified WorldView-1 allows that option to be utilized according to
(Gallego, 2004). As a conclusion it can be stated that using the benefits that high-resolution
satellite images gives in combination with the power and flexibility of ERDAS Imagine
tools, crop identification can be achieved more accurately by increasing the identification
accuracy and also by having the necessary ground information for selecting appropriate
training samples. Crop identification by applying an arable mask is better practice,
because it is reducing the mixed pixels problem i.e. also known as ““salt and pepper effect”
(common for coarse and low resolution satellite images), As a result it is making the map
products much more useful thus making more accurate crop area estimates when pixel
counting methods are used.
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1. Introduction

Accurately identifying crops using information derived from earth
observation can contribute to improved use of resources and aids
agricultural planning. On the other hand, using high- resolution satellite
images is useful for delineation of crop fields and accurate crop area
estimates. In the past, remote sensing has been shown to be valuable tool in
separate applications in agriculture. Remote sensing techniques have been
successfully applied in classifications of arable crops and in quantification
of vegetation characteristics at different spatial and temporal scales. The
crop discrimination and mapping using space data is carried out either by
visual or digital interpretation techniques. Visual techniques generally are
based on standard FCC (False Color Composite) generated using green, red
and near-IR bands assigned blue, green and red colors. The digital
techniques are applied to each pixel and use full dynamic range of
observations and are preferred for crop discrimination. The field size was
shown to have a strong effect on classification accuracy with small fields
tending to have lower accuracies even when the effect of mixed pixels was
eliminated (Batista et al. 1985; Buechel et al. 1989). Medhavy et al. (1993)
showed that when supervised classification is adopted, use of training
strategy based on selection of isolated pixels has higher classification
accuracy than selecting blocks of pixels as training set.

- Scope of the research

The agricultural land in Bulgaria in its majority is represented by small in
size fields with mixed crops, which makes the crop identification process
rather difficult by applying coarse and low resolution satellite images,
caused by the mixed pixel occurrence. The current paper will apply high-
resolution satellite images for investigation of crops. Utilizing the
capabilities of high-resolution imagery will give opportunity to investigate
the possibilities of crop identification, crop condition assessment and crop
area estimates on a test site in Bulgaria. The QuickBird-2 satellite image
gives a substantial opportunity of identifying crops and crop condition
analysis with its spectral and spatial resolution and the WorldView-1 image
for crop area estimates using its spatial resolution. Using high-resolution
satellite images aids precision agriculture applications as well, which will be
attempted in this paper. The RED and NIR bands have traditionally great
application in crop conditions assessment by deriving Normalized
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Difference Vegetation Index (NDVI) images (Rouse, 1973). The objectives
of the present paper are highlighted below:

¢ Identifying appropriate sample fields and training samples for different
crops like: winter wheat, winter rapeseed, grain maize and sunflower using
collected ground truth data.

e Using one panchromatic WorldView-1 and one multispectral
QuickBird-2 satellite images for crop identification and crop area estimation
applications on a test site in Bulgaria.

e To classify the test site using unsupervised classifiers (ISODATA
algorithm) and supervised (Maximum Likelihood classifier).

e Calculate the accuracy assessment of the classified images using
accuracy assessment tool and evaluate the crop classes classified.

e Deriving conclusions for crop condition assessment and precision
agriculture using multispectral QuickBird-2 satellite image and reclassified
NDVI image.

e Assessing crop area estimates using the classified images by applying
pixel counting methods.

- Study Area

The test area of Zhiten is one of the Bulgarian Aero-Space Test Sites
(BASTYS) and is associated with investigating agricultural applications using
satellite images with different spatial, spectral and temporal resolution on
the territory of Bulgaria (Figure 1.). The test site is located in Dobrich
Region, North-East Bulgaria, and represents intensively cultivated area
sowed mostly with cereals and sunflower. This territory is one of the main
agricultural regions of the country. The geology is presented mainly by
Miocene limestone, clay and marl covered subsequently by loess. The
region is about 200 m a.s.l. Its relief is characterized by wide, flat ridges and
steep-sided dry valleys. The area is part of the European-continental
climatic province of the temperate climatic belt. Climate is moderately
warm with no distinctive dry season. Mean annual air temperature is
10.2°C. Precipitation maximum is in June and minimum — in February.
Overall annual precipitation is 540 mm. Due to the carbonate bedrock, i.e
limestone, marl, the hydrographic network is represented by intermittent
streams. The main soil types are chernozems from zonal ones and fluvisols
from azonal ones.
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SATELLITE MAP TEST AREA, ZHITEN, BULGARIA

Coordinates of Test Area, Zhiten, Bulgaria

LATITUDE LONGITUDE
27.6934 43.9015
27.9729 43.7333
27.9743 43.9003
27.6911 43.7344
27.839 43.8173

:.'1:" 2'-‘1‘::1 {’}1“ e e
Fig. 1. Zhiten test site, Bulgaria

- Collection of field data and used satellite images

During the 2010-2011 agricultural season and in particular in the period
between March—July 2011 four exhaustive field surveys were carried out
and ground data was collected and organized in a geodatabase. Field data
was collected in the framework of a project financed by the Belgian Federal
Science Policy Office (BELSPO) under the PROBA-V Preparatory
Programme, contract Ref. No CB/XX/16, with acronym -
PROAGROBURO (http://proagroburo.meteoromania.ro/). The ground-truth
data consists of descriptions of the LU/LC types, phenological stages and
total projective cover (TPC) of crops, GPS measurements, and photos. The
collected ground data will contribute of selecting appropriate training
samples for the supervised classification on the chosen satellite images. Two
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satellite images were used in this study: a WorldView-1 panchromatic
satellite image with 0.50m spatial resolution, acquired on 30/11/2011 and
QuickBird-2 multispectral (2.4m spatial resolution) and panchromatic image
(with 0.60m spatial resolution), acquired on 31/05/2009 (Figure 2).

Used Satellite Images For The Test Site of Zhiten, Bulgaria

0 8751750 3 500 5250 7 000 0 8751750 3 500 5250

[ = [ = Meters

Fig. 2. Used satellite images

2. Methodology

An arable land mask using CORINE data was applied on the images used
for the research in order to work only with the arable land. For the process
of crop identification and crop area estimates, unsupervised and supervised
classifications were used which is common method for mapping crops,
utilizing also the ground information collected. Fuzzy convolution filter
option was used to reduce the mixed pixel problem using ERDAS Imagine
software. After applying the image classifications, accuracy assessment tool
was used and the accuracy totals, error matrix and kappa statistics was
calculated and the high overall accuracy assessment of the satellite images
was used for crop area estimation applying pixel counting methods. Crop
condition assessment was accomplished using the supervised classification
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and also by composing an NDVI image from the QuickBird-2 image and
reclassifying the image to differentiate between crops in good or bad
vegetation status on the test site. All the benefits that these high-resolution
satellite images give makes it possible to conduct rather quick and
interesting research which provides without a doubt intriguing results
concerning crop identification, crop condition assessment and crop area
estimated using ERDAS Imagine software (Figure 3).

Fig. 3. Methodology of the research

3. Results and discussions

3.1. Crop identification by applying unsupervised and
supervised classifications

An arable land mask using CORINE data was applied on the WorldView-1
and the QuickBird-2 images in order to classify only the arable land and
reduce the occurrence of mixed pixels. The WorldView-1 image is acquired
on 30/11/2011 and was used for delineation of crop fields using its spatial
resolution and the fact that it is acquired in the year of the field data

159



collection surveys. The QuickBird-2 image is acquired on 31/05/2009 and
although it does not coincide with the ground surveys of the territory of
research that were undergone was used for crop analysis of the territory of
research. The reason behind that decision was that the rate of land cover
change in the test site is not great and the use of image from previous year
can be used without introducing severe bias in the analysis. The crop
identification process was accomplished firstly by conducting unsupervised
classification (using ISODATA algorithm) with 4-5 classes for both the
QuickBird-2 and WorldView-1 image and for the derived NDVI image from
the QuickBird-2 satellite image. The purpose of that step is to use that
spectral information derived as an indicator on which fields to use as
training samples for the supervised classification in combination with the
ground data. The unsupervised classification is traditionally the first step
and is accommodating the interpreter to understand the image. Supervised
classification using the Maximum Likelihood Classification (MLC)
algorithm was applied to the arable land images (Figure 4 and 5). In the
MLC procedure, a key concern is to collect a training set comprising of at
least 10-30 independent training cases per class per discriminatory variable
(e.g. band) to allow the formation of a representative description of the
class, so that its mean and variance can be reasonably estimated (Piper,
1992; Mather, 2004). For example, the spectral response of an agricultural
crop class in an image might vary as a function of variables, such as: the
crops growth stage, topographic position, density of cover, health, impact of
management activities, substrate conditions and instrument view angle
(Foody, 2002). The gathered training set from the field data was good
enough to make representative training samples for the arable land classes.
The unsupervised classification in combination with the ground information
and the derived NDVI image helped to choose and delineate appropriate
training samples for the supervised classification of the QuickBird-2 image.
The classes chosen for the QuickBird-2 image are: Stubble fields/bare soil,
Spring Crops — Sunflower and Maize, Bad Status — Winter Wheat/Winter
Rapeseed, Average Status — Winter Wheat/Winter Rapeseed and Good
Status — Winter Wheat/ Rapeseed. From (Figure. 4) it can be seen that some
fields are in bad vegetative status, this can be due to late planting or utilizing
different types of winter crops seeds, which can result in late developing
stage of winter wheat/rapeseed crops. Average status of winter
wheat/rapeseed class can be explained with delayed cropping procedures,
which outcomes in experiencing low vigor status. While the good status —
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Winter wheat/rapeseed class is in the best vigor status for the period of
acquisition of the satellite image — 31/05.2009. This is also proved by the
NDVI image derived (Figure 8).

‘ Supervised Classification on a QuickBird-2 image, acquired on 31/05/2009 ‘
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Fig. 4. Supervised classification on a QuickBird-2 image, acquired on 31/05/2009

Supervised classification was conducted on the panchromatic WorldView-1
image, acquired on 30/11/2011 as well (Figure 5). The classes that are
classified are: Stubble fields, spring crops represented by sunflower and
maize and the class winter crops, represented by winter wheat and winter
rapeseed. For the panchromatic image classification the actual choice of
training samples was marginally more difficult. For assessing the training
samples a big effect played the ground data which helped point out
appropriate training samples, although the ground surveys took place couple
of months earlier. A rather important part of the study is that after the
supervised classification a fuzzy convolution filter followed which was
applied to the final resulted supervised classifications by using ERDAS
Imagine software. The purpose was to smooth and try to reduce the mixed
pixel effect on the classified images. As a result better cartographic product
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was possible to be visualized and supports more accurate crop area
estimates.

.
I vask
[ ] stubble Fields
I | Spring crops - Sunflower/Maize
| Winter Crops - WW/Rseed

¥ e

0 750 1,500 3,000 4,500 5,000 ‘

- Meter.

Fig. 5. Supervised classification on a WorldView-1 image, acquired on 30/11/2011

3.2. Accuracy Assessment

The accuracy assessment was accomplished using the fuzzy convolution
classified images and the accuracy assessment tool in ERDAS Imagine
software. Around 160-170 randomly distributed points were assessed for
both classified images. Accuracy assessment was applied on the
WorldView-1 classified image for crop identification using its high spatial
resolution by applying visual interpretation on the panchromatic and both on
the unsupervised and supervised classifications in combination with the
ground data (Figure 6.). The accuracy totals show overall classification
accuracy of 86.71% and overall kappa statistics of 0.7721 (Table 1.). The
class stubble fields show high accuracy. This is due to the fact that the class
is easily identified both on the unsupervised classification and on the
panchromatic image. The choice of good and representative training sample
was achieved by using visual interpretation techniques utilizing the high
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spatial resolution. The actual strong point of this supervised classification on
this panchromatic WorldView-1 satellite image is the other two classes —
winter crops and spring crops.

Fig. 6. Accuracy assessment on a WorldView-1 image

For both classes the producer and users accuracy is above 83%, which is
quite a reasonable accuracy. For both classes the reference totals are more
than 70 points, which makes the accuracy assessment process reliable. The
high accuracy assessment is most likely due to the reference data used
(unsupervised and supervised classification also with the ground data used)
and the good choice of training samples, which is the most important thing
for the classification process. It is not common practice to classify
panchromatic images but nevertheless the high overall accuracy shows
encouraging results.
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Table 1. Accuracy totals for WorldView-1 image
_
Tutals Totals Correct Accura Accura

19 1-1 73.68%

Winter Crops —

winter
wheat/Winter 73 77 64 87.67% 83.12%
Rapeseed

o | s |
Sunflower/Maize i 81 72 88.89% 88.89%

| Totals | 73 | 73 | 50 [ | |

The accuracy assessment of the QuickBird-2 satellite image was
accomplished using the fuzzy supervised classification and the accuracy
assessment tool in ERDAS Imagine software (Figure 7). Randomly
distributed 175 points were used (Table 2). The overall classification
accuracy is 90.86% and overall kappa statistics is 0.8538. The class stubble
field is with high accuracy, the reason is that the class is easily identified
using the multispectral QuickBird-2 image. In this case the precise
delineation of the training sample in ERDAS Imagine is the key for
achieving high accuracy. The class spring crops, represented by sunflower
and maize are with extremely high accuracy (Table 2.), with 90 reference
points used for assessment of that class, which suggest that the accuracy
assessment is reliable.

Considering the acquisition date of the QuickBird-2 image — 31/05/2009 the
identification of spring crops is accomplished using the unsupervised
classification in combination with the derived NDVI image. All this
information accompanied with the ground surveys, although done 2 years
later help the analyst. Thus some rotations of the crops is undergone this
will inevitably help in assessing the accuracy of the supervised classification
better. The class good status — winter wheat and winter rapeseed is with
relatively high accuracy, with both the producer and users accuracy are
above 85%. The high accuracy is due to the good information that was
extracted from the derived NDVI image. The NDVI image was used to
establish and to select good training samples for the supervised
classification. A big advantage was also using the unsupervised
classification, which in many cases gives the right set of mind in order to
appoint appropriate training samples.
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Fig. 7. Accuracy assessment on a QuickBird-2 image

Looking at the accuracy totals, the classes that are experiencing lower
accuracies are the average status class and bad status class of winter wheat
and winter rapeseed, with both of them having producers accuracy around
60%, although the users accuracy for both classes is above 90% (Table 2).
The lower producers accuracy is probably due to the fact that these classes
are representing different status of winter crops, which is always difficult to
apply. The idea behind these two classes is indeed to try to identify different
status of the winter wheat and winter rapeseed. The two classes are actually
attempt to apply precision agriculture on the test site fields and identify
where the winter crops are experiencing growth problems. This is very
useful information if it can be delivered in real time or almost real time, so
precision agriculture practices can be applied on specific places on the
fields. For the time being this application is difficult to be put in practice
considering the problems of high-resolution data acquisitions. But in the
future this could be feasible.
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Table 2. Accuracy totals for QuickBird-2 image

Class name | Reference Classified Number Producer Users
Totals Totals Correct Accuracy Accuracy
—vask ) 0 0 - I
Stubble
. 6 5 5 83.33% 100.00%
Fields

Bad Status-—
winter crops

14 8 8 57.14% 100.00%

Average
Status - 21 15 14 66.67% 93.33%
winter crops
Good Status
- winter a4 48 42 95.45% 87.50%
Crops
Spring Crops

90 99 20 100.00% 90.91%

Sunflower/
Maize

“owls | 55 | a5 | 19 | -

3.3. Crop condition assessment

The crop condition assessment was applied using the NDVI image derived
from bands 3 and 4 of the QuickBird-2 image, representing RED and NIR
spectral bands respectively. The Normalized Difference Vegetation Index
(NDVI) is calculated as follows:

where VIS and NIR stand for the spectral reflectance measurements
acquired in the visible (RED) and near-infrared regions (NIR), respectively
(Rouse, 1973).

The NDVI image was used to identify the main groups of crops based on
the presence of vigor of green vegetation within the fields. Precision
agriculture analysis is attempted using the high spatial resolution NDVI
image. Considering the time of acquisition of the QuickBird-2 satellite
image, a reclassification of the derived NDVI image was undergone in order
to give reasonable meaning of the NDVI index and to try to establish
differences between crops with good condition and these experiencing late
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development or bad vigor status and map that crop condition for each crop
field (Figure 8).

Crop Condition Assessment Using Derived NDVI Image from QuickBird-2 image, acquired on 31/05/2009

I:l Low NDVI values - Spring crops
- Bad condition of winter crops
' - Good condition of winter crops

0 750 1,500 3,000 4,500 6,000 ’
—-——

Fig. 8. Crop condition assessment using derived NDVI image from QuickBird-2
image

The NDVI image was reclassified using as reference the unsupervised and
supervised classification and the histogram of the QuickBird-2 image. It was
quite a challenge to establish reasonable thresholds for that matter. It was
decided to divide the NDVI image in three classes — low NDVI, which in
that acquisition date (31/05/2009) will represent the spring crops. The other
two classes will be separated depending on their condition, which will be
defined by either bad or good conditions. From the map it is quite easy to
understand that the class spring crops is homogenous, which is due to the
development stage of these crops and the NDVI doesn’t separate them at the
current stage. The conclusions that you can draw from that map can give
some clear idea where the agronomical procedures were appropriate and as
a result the crop status is good and where the agricultural practices were not
so suitable, either not applied on appropriate date or using inappropriate
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products for plant protection. Having that information in short time frame
will really make a difference in all stages of crop development, where each
agronomical practice should be carefully planned and accurately and
precisely executed by the farmers.

3.4. Crop area estimation

The crop area estimates were calculated for both classified images
WorldView-1 and QuickBird-2 using the fuzzy supervised classifications.
The crop area estimates are calculated using the followed formula: number
of pixels for each class of the classified image multiplied by the area
represented by each pixel (Gallego, 2004). This method was selected
because the overall classification accuracy was high enough to apply that
method and in the same time not introducing bid bias. The crop area
estimated for the WorldView-1 image show (Figure 9.) the following
distribution: 36% class spring crops, 45% class winter crops and 6% of class
Stubble fields. The mask class is 13% from the scene used.

Crop Area Estimates for WorldView-1 image

13%

36%

¥

Fig. 9. Crop area estimates for WorldView-1 image
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The crop area estimates for the QuickBird-2 classified image show the
following figures (Figure 10): The class spring crops represents 43% of the
studied territory. The sum of 42% is represented by winter crops, divided by
status: 28% - good status, 8% - average status and 6% - bad status. Only 2%
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represent stubble field class, which is reasonable having in mind the
acquisition date of the satellite image — 31/05/2009. The stubble fields are
the territories left for fallow lands for that agricultural year.

Crop Area Estimates for QuickBird-2 image
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Bad Status - Winter
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W Good Status - Winter
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Average Status - Winter
Wheat/ Wrapeseed

Fig. 10. Crop area estimates for QuickBird-2 image

4. Conclusions and future work

Using high-resolution satellite images in combination with ground data can
be a strong combination for making crop analysis. High-resolution satellite
images make it possible to accomplish accurate and precise crop
identification on arable land. Thus, assessing crop condition and making
some conclusions on crop status. Using NDVI as an indicator of crop
condition is commonly used practice and is giving reliable results. The high
accuracy assessment of both WorldView-1 and QuickBird-2 satellite images
makes the crop area estimates as much as accurate as possible using the
pixel counting approach. As a conclusion from the crop area estimated it can
be highlighted that although the supervised classifications were applied on
one panchromatic and one multispectral image, in different agricultural
years, the results are almost identical (Figure 9 and 10). This can only be
explained with the high accuracy of the research conducted and that the
spatial distribution of winter crops and spring crops is well regulated on the
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test site. Having good and reliable ground data has proven to be of great use
together with expert knowledge from the analyst. This research is one of the
first applying high-resolution satellite images on that test site. The
encouraging results will be used for future work related with attempts of
getting even more accurate estimates and applying coarse and low resolution
satellite images on the same test site and using the achieved result from this
research for validation of low-resolution vegetation products.

Acknowledgments

This work would not be possible without the support of ERDAS Geospatial
Challenge contest, together with DigitalGlobe and Intergraph, which
granted the satellite images after accepting a paper proposal.

This work is part of a PhD study from Assist. Prof. Vassil Vassilev done at
the SPACE RESEARCH & TECHNOLOGIES INSTITUTE (SR&TI)
at the Bulgarian Academy of Sciences, Sofia, Bulgaria
(http://www.space.bas.bg/Eng/Eng.html)

References

1.Batista,G,M.Hixson&M.E.Bauer. 1985. Landsat MSS crop classification
performance as a function of scene characteristics. International Journal of Remote
Sensing 6:1521-1533.

2.Buechel,SSW,W.R.Philipson&W.D.Philpot. 1989. The effects of a
complex environment on crop separability with Landsat TM. Remote Sensing of
Environment 27: 261-272.

3.Foody, G. M, 2002. Status of land cover classification accuracy assessment. Remote
Sens. Environ. 80, 185-201.

4.Gallego (2004): Remote sensing and land cover area estimation, International Journal
of Remote Sensing, 25:15, 3019-3047.

5.Mather, P. M. (2004). Computer processing of remotely sensed images (3rd ed.).
Chichester7 Wiley

6.Medhavy, T.T.,T.Sharma R.P.Dubey,R.SSHooda, K. E.Mothikum
ar,M.Yadav,
M.L.Manchanda D.S.Ruhal,A.P.Khera&S.D.Jarwal. 1993.
Crop classification accuracy as influenced by training strategy, data
transformations and spatial resolution of data. Journal of Indian Society of Remote
Sensing 21: 21-28.

7.Piper, J. (1992). Variability and bias in experimentally measured classifier error rates.
Pattern Recognition Letters, 13, 685-692.

170



8.Rouse, JJW,R. H Haas,JA.Schell,andD.W.Deering(1973) 'Monitoring
vegetation systems in the Great Plains with ERTS', Third ERTS Symposium,
NASA SP-351 I, 309-317

AHAJIN3 HA BEMEJEJICKUTE KYJITYPU 1O CHBTHUKOBHA
N30BPAKEHUSA CbC CBPBX-BUCOKA ITPOCTPAHCTBEHA
PA3JIEJIUTEJIHA CIIOCOBHOCT OT WORLDVIEW-1 1
QUICKBIRD-2 3A TECTOBU YYACTBHBK HA TEPUTOPUSATA HA
BbJIT'APUA

B. Bacuaes

Pesrome

[lenTa Ha HACTOSIUST IOKJIAM € Jla Ce M3CICeIBAT BH3MOXKHOCTHTE
OpU CIOBTHUKOBH H300paXKECHUS CHC CBPBX-BUCOKA IPOCTPAHCTBEHA
pa3leNMTeIHa  CHOCOOHOCT OT  MaHXPOMATHYHO  HM300paKeHHE  Ha
WorldView-1 u mHorokananHno uzoopaxenue Ha QuickBird-2, 3acuetn Ha
30.11.2011r. m 31.05.2009r. cBHOTBETHO 3a 3EMEICIICKA NPUIOKCHUS,
BKJIFOUBAILM pa3NO3HABaHE HA 3€MEJICJICKU ITOCEBH, OLIEHKA ChCTOSIHUETO W
OLICHKA Ha IUIoONIMTe. Pa3Mo3HaBaHETO Ha 3EMENECIICKUTEe TI0CEBU €
U3BBPIICHO, 4Ype3 IMpWiIaraHe Ha HEKOHTPOJHMpaHa M KOHTPOJIHMpaHa
knacudukauusa. Crnen KoHTpoiupaHara kiacuduxanus, ¢pbu3u QUITHp €
OPWIOKEH 3a Ja Ce OrpaHW4YH Tpo0JieMa ChC CMECEHHTE IHUKCEIIH,
u3nomsBaiiku nporpamuus npoaykt ERDAS Imagine. OOma TtouHOCT,
MaTpHla Ha TPEUIKHTE M Kama CTaTHCTHKA Ca M3YKMCJICHU NPHU OLleKaTa Ha
TOYHOCTTA, C IIeJ MpOBEepKa Ha pe3yiarara oT kiacupukammute. OleHKa
CBCTOSIHHETO Ha 3EMEICNICKUTE KYJITypd € H3BBbpLIeHAa Ha Oa3ara Ha
uzuncienre Ha Hopmupanust PasnukoB Bereranmonen Uunexc (NDVI) 3a
n3obpaxenuero Ha QuickBird-2, koero 6e pexnacupuIMpaHO Ha OCHOBATa
Ha xucrorpamara cu. OlleHKa Ha IUIONIUTE € M3YMCIICHA M0 MPHHIUIA Ha
(Gallego, 2004), xbreTo ce mpedposiBaT Kiacu(pUIUPaHUTE THKCETH. To3u
HOJXO0J] HE JiaBa Hal-HaASKIHU PE3yJITaTH, HO MPH O0Ia TOYHOCT 3a
n3obpaxenuero Ha QuickBird-2 or 90.86% u 86.71% 3a u300pakeHneTo Ha
WorldView-1 naBa Bb3MOKHOCT Ja ce nprioxu. [IpunaraHero Ha Macka Ha
00paboTBaeMHTE 3€MH C 1IeJ Pa3lo3HaBaHE HA 3eMEJICIICKUTE KyJITYPH € I10-
JOOpHsI TOJIXO/T, 3aII0TO OIPaHNYaBa MPOOJIeMa ChC CMECCHUSI TUKCEI.
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Abstract
The objects of investigation are the major crops in Bulgaria (winter wheat, winter barley,
sunflower and maize). The purpose of this paper is to 1) identify major crops using satellite
data with low spatial resolution of 1000 m using agro-phenological information;
2) monitoring based on NDVI time-series values for the years 2007, 2008 and 2010, where
anomaly events occur based on the information in the National Institute of Meteorology
and Hydrology at the Bulgarian Academy of Sciences (NIMH-BAS) agrometeorological
monthly bulletins. The current paper shows the massive potential of using low spatial
resolution satellite data in identfying crops and monitoring the development anomalies on
crops. This research will contribute in applying and elaborating JRC MARS methodology

in Bulgaria by using low resolution SPOT-VGT NDVIs S10 satellite product.

Introduction

Satellite remote sensing (RS) provides synoptic, objective and
homogeneous data, which can be geographically and temporally registered,
and therefore, could be an efficient tool for providing standard, high quality
information on agriculture, evenly over the whole of Europe. The
Monitoring Agriculture with Remote Sensing (MARS) project of the
European Union was established in order to define and demonstrate how RS
could be used operationally to supplement, interpret, and standartize
agricultural statistical data provided by conventional techniques (Meyer-
Roux and Vossen, 1994; de Winne, 2004). Satellite remote sensing
techniques have proven to be effective and useful in broad-scale agricultural
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surveys such as: large area crop inventory experiment (LACIE) in the USA
and monitoring agriculture with remote sensing (MARS) in Europe (Cohen
and Shoshany, 2002). Experiments such as Crop ldentification Technology
Assessment for Remote Sensing (CITARS) and Large Area Crop Inventory
Experiment (LACIE) were conducted to demonstrate the capabilities of RS
for crop inventory and forecasting (MacDonald, 1984; Blaes, 2005). Crop
identification during the growing season is currently a major challenge for
forecasting crop production as well as for controlling area-based subsidies

(Blaes, 2005).

Materials and Methods

The whole arable territory of the Republic of Bulgaria was used for
applying the proposed methology. The most commonly used vegetation
index for agricultural applications using RS data is the Normalized
Difference Vegetation Index (NDVI), expressed with the following formula:
_ (NIR-VIS)

(NIR+VIS)
where VIS and NIR stands for the spectral reflectance measurements
acquired in the visible (RED) and near-infrared regions (NIR), respectively
(Rouse et al., 1973).

Time-series of SPOT-VEGETATION NDVIs S10 smoothed actual
product with spatial resolution of 1000 m. for three year (2007, 2008 and
2010), where anomaly events were observed, based on the information from
the monthly bulletins from NIMH-BAS. Overall the used low-resolution
satellite images for the study were 108.

NDVI

The two major tasks are the following:

1) Identification of crops in the arable territory of Bulgaria, for the years
2007, 2008 and 2010, using the cluster analysis method upon a 10-day
SPOT-VGT NDVIs S10 product by extracting agro-phenological
information from the NIMH-BAS monthly bulletins;

2) Monitoring the NDVI time-series values for the years 2007, 2008 and
2010, where anomaly events occur based on the information of the NIMH-
BAS monthly bulletins.
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A complex approach has been undertaken in order to achieve the purpose of
the study. The methodological scheme includes the sequence of the
following working tasks Figure 1:

Fig. 1. Workflow of the study

Short desription of the methodology

An arable mask was applied in order to extract only the arable land
using information from CORINE 2000 database and then aggregated to the
spatial resolution of the used SPOT-VGT NDVIs S10 product — 1000 m.
The images were stacked on yearly basis (one file with 36 bands,
repsesenting the 36 decads of the year) in order to work with more concise
data. Unsupervised ISODATA classification with five classes was used on
the individual yearly stacked images in ERDAS Imagine software (Groom
et al., 1996; Garcia-Consuerga and Cisneros, 1999; Yang et al., 1999).
Using this method the arable territory of Bulgaria was devided into five
clusters based on the differences of their spectral reflections. Following the
classification, a cluster analysis was conducted, which extracts the mean
NDVI values for each 10-day for every cluster separately. Using that
information NDVI time-series profiles of the five clusters were created for
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the period January 01 — December 31, for each year (2007, 2008 and 2010).
The crop identification process was accomplished using a summary table
derived from the agro-phenological montly bulletins of National Institute of
Meteorology and Hydrology at Bulgarian Academy of Sciences (NIMH-
BAS) at the following web site - http://www.meteo.bg/, where information
for the specific growth stages (phenophase), agro-technical theatments
throughtout the growing season and some experienced anomaly events for
each 10-day is given. Monitoring of these three years for every 10-day
period was initiated using SPOT-VGT NDVIs S10 product in order to
investigate its capabilities to detect anomaly events. The data absolutely
corresponds to the temporal resolution of the satellite data that was used.
The time-series profiles were interpreted and the major crops were identified
using the ground data summarized in the table for each 10-day period The
table includes the phonological stage and stage of deleopment for every 10-
day periods of the year, information on the agronomical practices that are
applied on the crops and if any anomaly events have accured during this
period (Table 1). There is an example of crop growth stages for cereals:
sowing, seedling growth, tillering, stem elongation, flowering, grain-filling
periods (milk and dough development), ripening and harvest.

Table 1. NIMH-BAS agro-phenology summary table with an interpretation key

Mecey
W Anyapw Sespyapu Mapt Anpun Mai HiHm Knm Apryct Cenr. OxTomMopH | -
Tpes | aa 3 T | Nuncana Cynoepeme | fopewon | Tonaosa T
nepoguT | Banewmenpan | eanesu Gneanog | or Cesepwa, Zapenbovasawo | samewmk-npes | npesman o CRIOHE JDpactwano
ebdln Ha RHYAPH 0 HopmaTa. Mgea 1o | Lewip, L} L] anLbos spame. 1 upeme HamAEHHE
25-27)ce | npeanvpeMTe | BaAEmA R Watouna (ceuepanatasem | Had U EIeE | B g LT T ] Witk
3anam ABE CRAMMLM WHTBHIHEHOTO Brnrapus WM PIA0HH 2= | AEMA0BHHA CylwaTa, JanagwaB- | noao WEpnBake
nonowTe | KA despyapM- | CHeroToneMe HOMMNECTEOTO HAGHOPMEHNTE mecey o7 Nocrenekko | 7, PaROHM. Ha 3anacure
g, CRAUECTOEND OFpaHHALRD HAZREERAM wanem (o QAT naep
Tengenp | y mre pA vonwiecTea uan | aeduupmurie | e coactaen | menn
nnnnn sandcute ot 28 HOPMANHE macay, govaten | 120-1501/m2 jn | sanscureor npagyeTn | o
BCEMHD- Bnaraenowsata | npoeswgavena | Wwoss Bwarapen | rpagywemre, BNAraBNOYBaTA | aTaanara NOYBEHOTO | MEPONPHAT | MOYSEHM
ammmoto | (MNBL Mpes CEITHHMTE " BETPORE = WETH Hamosna n ) choese
wnaronatp | mepuogs 1- 5 W sacT o1 i Vexopes: Wik
yrimine. A pp— Ewarapn, B pasRRT nee
Ofiunmm MECTa nafKasa HPan Ha MECeya me | HaBneopaea
[ETIETN ofinim BENPENATCTES sanencn e egna Y HTHBHATA WMEALACHA | X3
BenefctEn | manewsy, | W peepr— 3 13-18 I/m2, koero | p KyATypR,
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Results and discussions
Cluster analisys

The following crops were identified for each cluster from (1-5) using
as reference the summarized agro-phenological information and the cluster
analysis: 1) mixed crops 2) winter wheat 3) winter barley 4) sunflower, and
5) maize.

Figures representing the spatial distribution of the cluster classes together
with time-series profiles for the anomaly years (2007, 2008 and 2010) were
prepared.

Analysis of 2007

The year 2007 was characterized as anomalous as the winter crops at
the beginning of the year were ahead of their development by 45 days. In
March they were already in heading phenophase. In May caused by bad
agrometeorological conditions shortening of the phenophase periods were
observed and as a result the collected yield from both winter crops and
spring crops were small. The harvest of the late cultivars of maize was
delayed due to intensive fainfall in the beginning of September.
The cluster map of actual NDVI values shows the spatial distribution of the
identified crops. The classes’ winter wheat and winter barley are distributed
in the most common for them areas: Dobrudja plain and Upper-Tracian
valley. The classes’ sunflower and maize are distributed in the west part of
the Danube plain (Figure 2a). Classes that were identified as winter wheat
and winter barley were clearly separated, because since the first decade the
NDVI values were above 0.38, which was a clear indication for winter crops
(Figure2b). The cultivars of winter wheat and winter barley reach their mean
maximum NDVI values (0.67 and 0.63 respectively) at the end of April and
at the middle of May when flowering and grain filling phenophases occur,
and this corresponds to the information summarized from NIMH-BAS
monthly bulletins. Winter wheat and winter barley are harvested during the
first decade of June, and this can be observed in the time-series profiles
where the NDVI values decreese to 0.35. Sunflower and maize cultivars
reach their peak of NDVI values in June (0.69 and 0.78, respectively) when
they are at flowering phenophase (Figure 2b).
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Analysis of 2008

The year 2008 was characterized as anomalous year in terms of
favourable agrometeorological conditions and in-time conducted
agrotechnical procedures, which is having great impact on the achieved
yield values.
The cluster map (Figure 3a) shows that the class mixed crops was situated in
the northeast part of the country, whereas the cultivars of winter crops
(winter wheat and winter barley) were located in the central north parts of
Bulgaria.
The time-series profiles of the winter crops reflects very precisely the late
onset of the tillering and heading phenophases, at the beginning of March
due to the late snow melt reported in the NIMH-BAS monthly bulletins. The
cultivars of winter wheat and winter barley reach their mean maximum
NDVI figures at the end of May with very high values (0.81 and 0.76,
respectively). Meanwhile, classes’ sunflower and maize reach their peak of
NDVI in June with exceptionally high values (0.77 and 0.85, respectively).
This high NDVI values for the year 2008 corresponds to the official
statistics where highest yields have been reached for the last 20 years
(Figure 3b).
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Fig. 3. a) Cluster map of actual NDVI values for 2008; b) NDVI cluster time-series
profiles for 2008

Analysis of 2010

The agrometeorological conditions in 2010 regarding the crop
condition can be summarized as unfavourable, which causes delay of the
harvest and has negative impact on the achieved crop quality and yield
figures.
The cluster map (Figure 4a) shows that classes’ winter wheat and winter
barley are located in Dobrudja plain and the Danube valley, as well as in the
South-East part of Bulgaria (upper-Tracian plain), while sunflower and
maize cultivars are distributed in western part of Danube plain. The NDVI
values for every class in the beginning of the year experience a slight
increase than usuall due to the favourable conditions — high temperatures for
January, which keeps the vegetative state of the winter crops. In the middle
of the month the temperatures decreese rapidly, which returns the crops to
dormancy. Nevertheless, this anomalies were clearly identified using the
NDVI time-series profiles. It is recognizable from the time-series profiles
that winter crops renew their vegetative stage with NDVI values between
0.35-0.43. They reach their mean maximum NDVI values in May and at the
begining of June when they are in grain filling and ripening phenophases,
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while at the beginning of June winter barley is at maturity stage with NDVI
values 0.69. In the end of June and July the spring crops (sunflower and
maize) reach their mean maximum NDVI values accumulating to 0.75 and
0.74, respectively (Figure 4b).
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Fig. 4. a) Cluster map of actual NDVI values for 2010; b) NDVI cluster time-series
profiles for 2010
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Conclusions

The possiblity of identifying and monitoring the development of the
major cultivated crops on the arable territory of Bulgaria using data from
low spatial resolution satellite images from SPOT-Vegetation NDVIs S10
product combined with well organized ground data from NIMH-BAS was
investigated in this paper. The applied methodology proves that the low
resolution satellite images are an ideal solution for crop identification and
monitoring on large arable territories; however they must always be
supported by and used in combination with agro-phenological ground data.
The monitoring analysis using cluster maps and time-series data from
SPOT-VGT NDVIs S10 product shows great potential to follow the
development of crop cultivars throught out the year. Using the agro-
phenological monthly bulletins from NIMH-BAS together with the low
resolution satellite images can be used operationally for detecting anomaly
events as well as monitoring crop condition and development.
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MOHUTOPHUHI" HA BEMEJEJICKUTE KYJITYPU 10 BPEMEBU
CEPUU OT BETETAHMOHEH INPOAYKT SPOT-VGT NDVIs S10
BBPXY OBPABOTBAEMATA TEPUTOPUS HA P. BBJITAPUS

B. Bacunee

Pe3rome

OOexThT Ha H3CIEABaHE B HACTOsIATa CTaTUs ca OCHOBHUTE 3a
beirapus 3emenencku KyiaTypu (3MMHa TIIICHWIA, 3HMEH CUEMHK,
CIIBHYOTJIC/T ¥ LIaPEBUIIA), a IeTa € Jla ce M3BbPIIAT CICAHUTE 3amaqn: 1)
UACHTUHUIIMPAaHE HAa OCHOBHHMTE 3a bbiarapus 3emenescku KylTypu 4dpes
NpUiIaraHeTo Ha CIIBTHUKOB NPOAYKT C HHUCKa MPOCTPAHCTBEHA
paznenutenna cnocoonoct or 1000 m. ot SPOT-Vegetation NDVIs S10 ¢
NoMoIITa Ha WHPOPMAIHSA OT MECEYHUTE arpoMeTeOPOJIOTUIHU OFOJICTHHU
Ha Hanmonannus HWuctutyr mo Mereoponorus u  XuIpojaorus KbM
bwiarapckara Axagemus nHa Haykure (HUMX-BAH); 2) mpoBexnane Ha
moHutopuHr no NDVI BpemeBu cepuu oT gaHHu oT npoaykr SPOT-
Vegetation NDVIs S10 3a kanenmapuute 2007, 2008, 2010 roaunu, KOUTO
Ce CUMTAT 32 AHOMAJIHU 110 CBOUTE arpOMETEOPOIOTUYHU YCIOBHS, ChACHKU
no meceunute OronernHn Ha HUMX-BAH. Hacrosimara cratust moka3sa
OTPOMHMSI TOTEHIMAJ TIPU M3MOJI3BAaHETO HAa CITbTHUKOBH MTPOAYKTH C HUCKA
IIPOCTPAHCTBEHA pa3JeIUTEIHa CHOCOOHOCT MpH HUACHTU(DULMPAHETO U
MOHUTOPHHT PAa3BUTHETO HA 3eMEEIICKUTE KyJITypU BbpXy 00paboTBaemara
Teputopusa Ha bbirapus. ToBa n3cienBaHe 1ie JONPHUHECE C MPUIATAHETO
Ha JRC MARS mertononorusita 3a MOHUTOPUHT Ha 3€MEJCIICKUTE KYITYPU B
bearapust.
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Abstract

The morphologic and morphometric landform information plays a significant role
in the spatial and temporal analysis and modeling of the landscape and affects the course
of the natural processes. The geoinformation technologies provide for performing digital
terrain analysis and extraction of a series of morphometric parameters and landform
elements. The compound geomorphologic analysis and interpretation can be performed
through various algorithms incorporated in the GIS software product. The objective of the
present study was to classify the landform elements and to describe landform complexity of
Sofia City District based on ASTER GDEM and satellite images. TPI-based algorithm for
landform classification will be applied and the terrain heterogeneity of the study area will
be assessed. As a result of the performed spatial analysis maps of the topographic position
index and landform classification map were elaborated.

Introduction

Relief is one of the major components of each landscape, which plays an
important role in the spatial distribution of the surface water runoff and
determines the exogenic processes (denudation, accumulation, erosion, etc.).
The landform information is essential for the modeling and understanding of
many physical processes [1]. The term landform is defined as “any physical
feature of the Earth’s surface having a characteristic, recognizable shape”
[2]. From the geomorphometric point of view a landform is “a terrain unit
created by natural processes in such a way that it may be recognized and
described in terms of typical attributes where ever it may occur” [3], [4].
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Digital terrain modeling, also known as geomorphometry, integrates
methods from earth sciences, geoinformatics and geostatistics. It studies the
quantitative and qualitative description and measurement of landform [5],
[6] using various approaches, including classification of morphometric
parameters, filter techniques, cluster analysis, and multivariate statistics.
Terrain analysis for landform classification has been applied by many
authors dating back to 50-ties of the XXth century [7]. A large number of
automated techniques and algorithms for DEM/DTM processing and
extraction of landform elements has been developed and applied [8], [9],
[10], [11], [12]. Many of these algorithms has been implemented into GIS
software (e.g ESRI and the open source products such as SAGA, GRASS,
gvSIG, etc.), whereas others were developed as stand-alone programs and
software packages (MICRODEM [13], LandSerf [10], TAPES set [12],
DiGeM [14] [15], TAS GIS [3], etc.)

The landscape differentiation can be performed by extraction of different
landform elements through parameterization of digital elevation model
(DEM). Various classifications of landforms have been proposed according
to the morphometric variables which are used as a basis for their
characterization and description. Among the well known algorithms are
those developed by Hammond, Wood, Conrad, etc [15], [10], [16], [17].
The object-oriented approach for landform classification has been applied
for territories with different relief types [18], [19], [20], [21], [22].
Objective

The objective of this study was to classify the landform elements and to
describe landform complexity of Sofia Municipality based on ASTER
GDEM and satellite images. We apply and test the TPI-based (topographic
position index) algorithm for landform classification developed by Conrad
and assess the terrain heterogeneity of Sofia City District.

Study area

The Sofia (Metropolitan) Municipality, which in the term of territorial scope
is identical with the Sofia City District, is located in Western Bulgaria. It
includes 38 settlements - 1 city (Sofia), 3 towns (Bankya, Novi Iskar and
Buhovo) and 34 villages. According to the data obtained from CORINE
land cover 2006, its territory is occupied by urbanized territories (13.5%),
agricultural land (37%), forest areas (30%), scrubs and open spaces with
little or no vegetation (9.4%), mining and quarry areas (1.6%), transport and
infrastructure facilities (5.5%) and water areas (3%). From the point of view
of physical geography its location is analyzed with respect to the main
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morphological structures (structural units). Sofia Municipality occupies part
of the Sofia hollow (field), and parts of the surrounding mountains - Mala
and Sofia Mountains in the northern part, and Vitosha, Plana, Lyulin and
Lozenska Mountains in its southern part (Fig.1). The landscape of Sofia
Municipality is characterized by varied relief and relatively mild climate,
part of the moderate-continental climatic region of Bulgaria. The relief is
represented by flat areas, foothills, valleys and mountain areas, which are
changing from mountain areas in north to flat areas in the middle of territory
and again mountain areas in the southern part. The average altitude of Sofia
hollow is approximately 550 m a.s.l. and in its periphery the elevation rises
gradually. The average altitude for the whole municipality is calculated to
1386 m, while the maximum and minimum elevation values vary from 450
to 2241 m. Due to the high rate of urbanization, the natural relief is
significantly complemented and transformed by the anthropogenic factor as
a result of which a number of anthropogenic landforms have been created -
artificial reservoirs (such as Iskar Dam, Pancherevo Dam, Passarel Dam),
transport and industrial infrastructure, quarries, embarkmends, etc.

The available geological information and the studies conducted over the
years by Kamenov, Georgiev, Frangov on the area of Sofia Municipality
show that the Sofia hollow is young, Neogene-Quaternary tectonically
active graben structure [23], [24], [25], [26]. Detailed geomorphologic
studies of Sofia region including surrounding mountains have been
conducted by Hristov, Georgiev, Kanev ([27], [28], [29], [30], [31], [32]),
and the anthropogenic relief has been discussed by Vlaskov and Simeonov
in 1992 [33]. Digital terrain analysis of the relief for geoecological studies
of Sofia Municipality has been performed by Choleev and Popov in 2005
[34].

The main elements of the hydrographic network in Sofia Municipality are
the rivers and water reservoirs and lakes. The main drainage artery is the
river Iskar with its asymmetrical tributary network, represented mainly by
short tributaries. Most of them are left-handed, which spring from from
Vitosha Mountains (the river Bistritsa, Perlovska, Vladayska) and from
Lyulin Mountains (e.g. river Suhodolska), as well as the river Blato. The
most significant right-hand tributary of Iskur river is Lesnovska (as knows
as Stari Iskur). Based on the landscape diversity (determined by the natural
characteristics of the territory) and the altitude-based zoning the natural
landscapes of Sofia Municipality can be divided into three major types:
Mountain landscapes, Foot-hill landscapes, Plane landscapes.
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Fig. 1. Overview of Sofia City District (Metropolitan Municipality)

Methodology

Data sources

The main data source for the present study is ASTER GDEM (ASTER
Global DEM) with resolution 30 m. ASTER GDEM is a satellite product
provided by METI and NASA and download by WIST web portal of
NASA. The missing data and error of the DEM was filled through spatial
analyst tools of ArcGIS, and then converted in ascii grid file.
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Digital terrain analysis

The present work is focused on some morphometric parameters and
derivatives. The chosen morphometric parameters for characterization of the
structural elements of the relief are the topographic position (TPI) and
topographic ruggedness indexes (TRI), the Multi-resolution index of valley
bottom flatness and TPI-based landform classification. The calculations
were performed using SAGA GIS modules and algorithms for terrain
analysis, developed by Conrad [35] (table 1).

The TRI reveals the terrain roughness and serves as an objective measure of
the topographic heterogeneity and diversity [36]. It is calculated for every
grid based on the change of the elevation and the mean of the elevation for
the neighboring cells within 3x3 pixel grid.

The TPI is defined as a difference between the elevation of a specific cell
and the average elevation of the neighboring grid cells. It compares the
elevation of each cell in a DEM compared to the mean elevation of a
specified neighborhood around that cell.

The multi-resolution index of valley bottom flatness calculates two
morphometric parameters - multi-resolution index of valley bottom flatness
(MRVBF) and multi-resolution index of the ridge top flatness (MRRTF).
The first of them classifies valley bottoms as flat, low areas using slope and
elevation (DEM), while the second index uses the opposite algorithm for
identification the ridge tops [37].

The classification approach which is applied in the present study is known
as TPI-Based Landform Classification, developed by O. Conrad (2011).

Table.1. Morphometric parameters and indexes applied for the territory of Sofia

City District
Morphometric parameter/index Input data Algorithm author/references
MRVBF DEM .
MRRTE DEM Algorithm: O. Conrad (2006)
TRI DEM Algorithm: O. Conrad (2010)
TPI DEM Algorithm: O. Conrad (2010)
Landform Classification DEM Algorithm: O. Conrad (2011)
Results

Maps of the morphometric parameters and landforms of the Sofia City
District were elaborated. The result were correlated and compared to
ASTER satellite image of the Sofia Municipality with spatial resolution
18 m.
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The valley bottoms of Sofia City District were
classified through the multi-resolution index of
valley bottom flatness, where the highest value
indicates the low flat areas (Fig. 2). The lowest
part of the Sofia hollow is well distinguished and
it coincides with the valleys of Iskur river, Blato

and Leskovska.
Fig. 2. Map of the multi-resolution index of valley
bottom flatness (MRVBF) of Sofia City District
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The areas with most fluctuations of the elevation correspond to the areas of
highest values of TRI. The lowest TRI values are observed in the Sofia
hollow and in some areas in the southern part of the Sofia City District —
Vitosha plateau and parts of Lozenska and Plana mountains. The highest
rate of heterogeneity is registered in the mountainous areas in the northern
and southern part of the District (Fig. 3). The terrain heterogeneity is an
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important morphometric parameter and variable for analyzing the landscape
heterogeneity and diversity.

The TPI values for the territory of Sofia vary between minus 10 to plus 10
(Fig.4 and 5). The positive TPI values are associated with locations that are
higher than the average of their neighborhood surroundings and they are
defined as ridges, while the negative represent locations that are assigned
with values lower than their surroundings and are classified as valleys. The
flat areas are calculated with values near zero, whereas when the slopes are
greater than zero. Almost 50% of the territory of Sofia City District has TPI
value 0, and is classified as flat areas.

The topographic position index is used for differentiation of the main
landform classes. The calculations are performed in SAGA GIS
environment using the TPI-based algorithm.
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Fig. 5. Landform map of the Sofia Municipality using the TPI-based
landform classification algorithm
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Fig. 6. Histogram of the landform
classes of the Sofia City District,
calculated in percent

The main landform classes for the

(. N study area are the plains and the

PN Gormciassses slopes, respectively with 45% and

30% (Fig. 5 and 6). The ridges and

the valleys are presented almost equally and they are distributed mainly in
the northern and southern part of the study area.
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Fig. 7. Anomalies in ASTER GDEM
Some discrepancies and visual anomalies in the ASTER GDEM are
observed in water bodies (Fig. 7). The anomalies in the water bodies of the
ASTER GDEM are described also by Guth, who assess and compare the
geomorphometric characteristics of ASTER GDEM to SRTM DEM [38].

Conclusions

The present study attempts to describe and classify the landforms of the
Sofia City District using remote sensing data and GIS technologies. The
obtained results will be further analyzed and compared to the outputs form
the same classification procedure using various data sources (SRTM DEM
and DEM from topographic maps). The data will be used also for landscape
planning of the territory.
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KJACH®UKAIIMSA HA ®OPMUTE HA 3EMHATA
MOBBPXHOCT C M3IOJI3BAHE HA IIU®POB MOJEJI HA
PEJIE®A ASTER GDEM M CATEJIMTHU N30BPAKEHMS C
BHUCOKA ITPOCTPAHCTBEHA PA3EJIMTEJTHA CIICOBHOCT
3A PAMOHA HA OBJIACT CO®MS T'PAJL

B. Hanioenoea, Cm. Cmamenos

Pesrome

Mopdonoruunata u MmophomeTpruyHa UHPopMaus 3a GopMUTE Ha
3eMHaTa MOBBPXHOCT MIPasiT Ba)kHA POJIsl B MPOCTPAHCTBEHUS M BPEMEBU
aHaJIU3 U MOJENMpPAaHE Ha JIaHAmadTa U OKa3Ba BIMSHHE BBPXY XOJa Ha
NpOTHYaHE Ha NPUPOAHUTE Tpouecu. I'eonHpOPMALMOHHUTE TEXHOJIOIHU
JaBaT BB3MOXKHOCT 3a M3BBpLIBAHE Ha LUPPOB aHAIU3 Ha TEpEeHa M
U3BIMYAaHE HAa cepus OT MOP(POMETPUYHH MapaMeTpud U EJIIEMEHTH Ha
dbopMuTe Ha 3eMHaTa IOBBPXHOCT. [ €OMOPQONOXKKHUAT aHaIU3 U
UHTEpIpeTalnys Morar fa ObAaT M3BBPILIECHH 4Ype3 Pa3InYHU aJTOPUTMH,
unterpupann B ['MMC codryepuure mnponyktu. llenra Ha HacTosieTo
u3CleBaHe € Ja ce M3BbpIIM Kilacudukanus Ha (GopMHTE Ha 3eMHATa
MOBBPXHOCT U J]a CE€ OMNHMILIE TAXHATA XETEPOr€HHOCT 3a TEPUTOpUSATA Ha
obmact Codus-rpan Ha Oazara Ha uudpo mozen Ha penedpa ASTER
GDEM wu carenutan wu3o0Opaxkenus. [lpunoxena e TPI-6a3upana
kinacudukanus Ha (¢GopMHTE Ha 3€MHATa MOBBPXHOCT M € OICHEHa
XETepOreHHOCTTa Ha TEepeHa 3a u3ydaBaHaTa TepuTopus. B pesynrar Ha
U3BBPILICHUTE MPOCTPAHCTBEHU AHAIM3M Ca ChCTAaBEHHM MOPQPOMETPUYHU
KapTH U KapTa Ha KJlacoBeTe (POpMH Ha 3eMHATa OBbPXHOCT.
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Abstract

The most significant forest and field fires in Haskovo region in the summer of 2011
are looked through. Information about physico-geographic characteristics of the area, land
cover, etc. are gathered and analyzed in GIS. The location and the area affected by the
largest fire are being determined based on sattelite data. An analysis of the affected area is
done.

Introduction

Haskovo region is situated in the East part of South Bulgaria. It has
an area of 5534 km? that is 5% of the country area. In the region there are
261 urban places, arranged in 11 municipalities - Haskovo, Dimitrovgrad,
Svilengrad, Lyubimets, Harmanli, Madzharovo, Simeonovgrad, Ivaylovgrad
Topolovgrad, Mineral Baths and Stambolovo. The municipality borders are:
the districts of Plovdiv, Stara Zagora, Yambol, Kardzhali. In the South-East
region it borders with Greece and Turkey. The region is crossed by the
railway line Sofia - Istanbul and the highway “Trakia”.

The territory of Haskovo region covers the southwestern ridges of
the Sakar Mountain and the northern parts of the Eastern Rhodopes. Though
the region flow the rivers Maritsa, Arda and Sazliyka. There are hot springs
and balneological resorts in the area of Haskovski Mineral Baths and
Merichleri, in Simeonovgrad and Dolno Botevo.
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The terrain is hilly. As a northern extension of the Eastern Rhodopes
the area was named the Eastern Rhodopes foothills step or Haskovo hilly
area. The highest point is Mechkovets - height 860 m asl. The region offers
good conditions for the development of cultural, rural and eco-tourism.

Fig. 1. Thematic map of the terrain and road network of Haskovo

The climate in the municipality is temperate continental with a
strong Mediterranean influence. That influence results in higher average
annual temperatures and causes a significant shift of the main precipitation
minima and maxima. The absolute value of the maximum temperature is
considered to be one of the most generous in the country.

The average annual temperature in the valley and lowland areas is
12 °C and in the Eastern Rhodopes is 13 °C.

The biodiversity within the region is extremely rich. The Eastern
Rhodopes are notorious for many protected areas inhabited by rare animal
and plant species and is recognized as an Important Bird Area and an area
with the highest biodiversity (such as types and numbers) in Europe. There
were registered 25 species of orchids and more than 300 species of birds.
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Here is one of the three natural breeding colonies of vultures in Europe and
the largest number of breeding pairs of black storks.

Nerenga
"-v: J BALMTERI TEPITOEIN

Fig. 2. Thematic map of the protected areas in Haskovo

According to the Law for the Protection of Nature in the territory of
Haskovo region there are the following categories of protected natural areas:
1 reserve, 1 maintained reserve, 24 historic places, 28 natural monuments,
21 protected areas; 119 old trees.

This area includes 25 zones of the European ecological network
NATURA 2000.

The number of fires and the scale of the destroyed areas in recent
years have reached critical levels and have no equivalent in the history of
forestry in Bulgaria. The data show that in regard to the indicators of
traditional possibility of forest fires in Bulgaria the rates have reached and
even exceeded many times the average level, typical for the Mediterranean
region. For example, in the year 2000 the area of the burned territory is
about 100 times greater than that in the early 90's.
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The largest fire in recent years in Bulgaria is that on August 2007, in
municipalities Topolovgrad and Svilengrad. The fire began on August 25
between the village of Srem and Ustrem and destroyed 15000 hectares of
forest area. The fire passed through the villages Radovets, Prisadets, Varnik
and Filipovo.

Fig. 3. Thematic map of land cover in Haskovo

Methodology for studying the dynamics of fires based on satellite
data

The fire detection is performed using spectral channels of MODIS
(4-11 pm) of temperature brightness. The fire detection procedure is based
on absolute fire detection, if it is strong enough, or on detection of objects
close to the fire, which is associated with changes in the surface
temperature. To improve the visual images they are presented in pseudo
colors.

Agqua and Terra satellites provide 4 images for 24 hours. Data from
MODIS can be used to monitor the burning stubble, specify the type and
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condition of the vegetation, the smoke aerosols, water vapor and clouds,
which serves as a comprehensive monitoring of the fire development and its
impact on ecosystems, the atmosphere and climate.

This information can be used to monitor the spatial and temporal
distribution of the fires in different ecosystems, detect changes in their
distribution and determine their new boundaries and intensity.

The described methodology is based on satellite data from the
system MODIS, that have high spectral, temporal and radiometric
resolution, and meet the requirements of objective and accurate assessment
of fire dynamics. The satellite data parameters of MODIS system are:

e temporal resolution — 2 times in 24 hours for each satellite;

e spatial resolution — 250-2000 m;

e spectral resolution — obtaining hyperspectral data from 36 spectral
ranges;

e radiometric resolution — 12 bits.

For processing of forest and field fires in Haskovo region in the
summer of 2011 in GIS environment layers are created, that contain:
e Digital Elevation Model
e Urban areas
Road Network
River Network
Vegetation Index
Protected Areas
Fires Location

Two satellite images are presented for each moment. The first image
is entirely in the visible range (channels 143) and the second one is a
combination of channels in the visible and infrared range (channels 721).

In the first satellite image is better to observe the area covered by the
smoke and its density, and in the second image type is seen the outbreak of
the fire and also the already burned areas. The spreading smoke is less
visible, because in the higher atmosphere layers it cools and is not visible in
the infrared channels.

The darker and in brown colored spots are already burnt areas and
their size can be measured.
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Forest and field fires in Haskovo region in the summer of 2011

Code red, which is the highest level of risk for the occurrence of
forest and field fires was announced from 12.07.2011 in Haskovo. The
decision is related to the permanent increase in the temperatures over 35

degrees.

The largest fire in the country for that summer is the one of 14
September 2011 between the villages Vaskovo, Oryahovo and Georgi
Dobrevo in Haskovo region, and it was spread to over 9000 acres.

That summer from all the fires in the area were affected more than
25000 acres of forest, shrub and farmland.

Table 1 lists the ten most significant fires during the summer of
2011. Fig. 4 shows their distribution in the observed area.

Tab. 1. List of the ten most significant fires in Haskovo region in the summer

of 2011

date Area Type area affected Urban Place

(acres)
16.07 1000 Dried grasses, shrubs and | Podkrepa

deciduous forests
17.07 2000 deciduous forest Mineralni bani
20.07 1500 grass and shrubs Garvanovo
26.08 50 grass Lyubimec
27.08 100 60 - deciduous forest Hlyabovo
40 - grass and shrubs
29.08 1 000 270 - deciduous forest Dimitrovgrad,
Merichleri

15.09 3000 Not forest land Tatarevo, Garvanovo

5000 farmland Vaskovo, Oryahovo,

Georgi Dobrevo

500 100 - forest Kostilkovo, Meden buk
O6mo | 12000 | grasses, shrubs and forests
15.09
18.09 70 mixed forest Bogomil
Full affected area | Over 25 000 acres
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Fig. 4. Distribution of a major fire in 2011 on the territory of Haskovo

The fire from 14.09.2011 was traced through aerospace images from
the satellites Terra and Aqua and they are presented in Figures 5, 6 and 7.

Figure 8 shows the completely destroyed area by the fire. Its size is
shown.

[ .’ 'h?i::_el '.-I"‘-"- - ‘-_i _ _‘_ . )
Fig. 5. Image in spectral channels 721 from Terra satellite - 14.09.2011
before the fire
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Fig. 6. Image in spectral channels 721 from Aqua satellite - 14.09.2011 before
the fire

14.09.2011
14:00 u.

Fig 7. Image in spectral channels 143 form Terra satellite
on 14.09.2011, include two existing fires

Figure 5 shows the territory of Haskovo before the fire on the day it

arises — September 14, 2011. The image is in the visible range of the
spectrum.
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In Fig. 6 can be detected the flame of the fire, visible on the image of
the spectral channels 721 of the Aqua satellite on 14.09.2011.

Fig. 8. Thematic map of the area completely burnt in the fire area
of 721 spectral channels from the Aqua satellite

Fig. 7 shows an image in the visible spectrum range from the
satellite Terra from 14.09.2011. The smoke from the existing fires is to be
seen.

Fig. 8 shows already burnt area a day after the fire - 15.09.2011- in
the spectral 721 channels from the satellite Aqua. Its size is calculated.

Analysis of the fire affected area on 14.09.2011

The fire near the village Vaskovo is a result from a thrown not
doused cigarette.

The completely burnt area, determined by satellite images, is 8682
sg.km. It borders the territory of the village Vaskovo.

Mainly affected are agricultural areas, as shown in Fig. 9.

Fig. 10 presents a thematic map of protected habitats, on which
territory is the burnt spot.
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Fig. 9. Nine thematic maps of land cover affected by the fire at 14.09.2011

Fig. 10. Thematic map of the protected area affected by the fire at 14:09
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Conclusions

Analysing the results, based on the proposed methodology for
monitoring of the fire dynamics and development, the following conclusions
can be made:

- The methodology used is applicable to study the dynamics of fire;
- Despite the short fire duration the induced negative effect associated
with the environment is significant

Fires can cause long lasting disturbances in the ecological balance
for the recovery of which decades are needed.

The problem of the occurrence of summer forest and field fires,
especially due to human negligence, and their consequences should be
treated with appropriate seriousness.

Due to the aerospace methods and technical equipment it is possible
to trace the occurrence, development and impact of fires on the environment
by making analysis and evaluation of the burnt areas and the occurred
damages in time, close to real one.
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MNPUJIIOKEHUE HA AEPOKOCMUYECKUMTE METOJM 3A
IMPOCJIEAABAHE HA I'OPCKH U ITOJICKH ITIOKAPU 1
OIEHKA HA U3I'OPEJIUTE IIJIOHA B OBJACT XACKOBO
IPE3 JIATOTO HA 2011r.

M. InmutpoBa, 1. UBanoBa, M. 3axapunoBa, P. Henkos

Pesome
Pa3rnenanu ca mo-3HaYMTEITHUTE TOPCKU M TIOJICKU TIOKapH B 00JacT
XackoBo mpe3 ssaroro Ha 2011 rogmna. B GIS cpema e cnbpana u
aHanu3upaHa uHpopmanus 3a (uznkoreorpadcKuTe XapakTEPHUCTHUKH Ha
obyacTra, pacTUTEIHA TOKpUBKA M Ap. Ha 6a3ara Ha caTeNMuTHU NaHHH ca
oIpe/ieNieHa MECTOIOJIOKEHUETO M TUIOIITA Ha 3aCerHaTaTa OT Hal-TOJIeMHUs
noxxap Teputopus. HampaBeH e aHann3 Ha 3acernarara oT Hero ooJacT.
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Abstract

Problems, related to the explication of sophisticated control systems of objects,
operating under extreme conditions, have been examined and the impact of the
effectiveness of the operator’s activity on the systems as a whole. The necessity of creation
of complex simulation models, reflecting operator’s activity, is discussed. Organizational
and technical system of an unmanned aviation complex is described as a sophisticated
ergatic system. Computer realization of main subsystems of algorithmic system of the man
as a controlling system is implemented and specialized software for data processing and
analysis is developed. An original computer model of a Man as a tracking system has been
implemented. Model of unmanned complex for operators training and formation of a
mental model in emergency situation, implemented in “matlab-simulink environment, has
been synthesized. As a unit of the control loop, the pilot (operator) is simplified viewed as
an autocontrol system consisting of three main interconnected subsystems: sensitive organs
(perception sensors); central nervous system; executive organs (muscles of the arms, legs,
back). Theoretical-data model of prediction the level of operator’s information load in
ergatic systems is proposed. It allows the assessment and prediction of the effectiveness of
a real working operator. Simulation model of operator’s activity in takeoff based on the
Petri nets has been synthesized.

Introduction

Human activity under the conditions of space flight is a specific type
of labour, carried out in unusual and sophisticated conditions, requiring high
activity, readiness for reaction to sudden vague situations and ability to bear

* Results under Contract DTK 02/59 of FNI
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loads, weightlessness, isolation, and possession of a particular system of
knowledge, skills and habits. He/she performs various functions — piloting,
monitoring, communication, repair, ergatic reserve, etc., which require high
creativity, purposefulness and efficiency. Routine and smooth reactions of
human-operator (HO) after failure of technical equipment give way to
sometimes forgotten, unusual and rare operations that has to be carried out
in extreme situation and deficit of time and with consequences for the safety
of humans, transport vehicles, material and natural values.

The formalization, modelling and analysis of the man in the
sophisticated ergatic systems (ES) in that regard turns out to be important
interdisciplinary scientific problem, requiring the use of theory and methods
in many branches of science: the Cybernetics, Physiology, Ergonomics,
Mathematics (fuzzy sets, mathematical linguistics, semi-markov processes,
etc.), system analysis, biomechanics, computer sciences etc. [1-6]. When
analysing the function of such sophisticated systems, it becomes
increasingly evident, that reliable results cannot be obtained without taking
into account the human factor, because a person is an active part in them,
who defines to a large extent the achievement of its objectives in its
operation and development. The man, as an element of the control,
participates in every stage of its formation — perception, recognition,
prediction, adoption of a decision and implementation [7].

Problem Formulation

Research and experimental work on the creation of unmanned aerial
vehicles (UAV) in the 21% century has become a priority topic for the
aviation and in particular — for military aviation and services for public
protection from accidents and natural disasters. Due to the large number of
such aircrafts, the preparation for UAV pilots became a separate problem. It
takes special equipment, separate airbases for pilot’s training and special
control systems for control of UAV. The airspace is one for everyone and
the air traffic control assumes new dimensions and philosophy.

HO is separated from the machine not only in functional (as in the
case with supervisory control, e.g. during piloting Airbus), but in literal
sense: he has not direct contact with the machine, there is no additional
sensory information from the flight’s point function, he is “out” of it, and in
this sense the “dimensionality” of his sensory space decreases. UAV pilot is
immersed and works in a new virtual environment and in a sense he
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practices his profession in a virtual workplace. All these new circumstances
put many new challenges to researchers and designers of ergatic control
systems and to the modelling of HO, now as a man as a control system
(MCS).

In the specialized literature the concepts UAV (Unmanned Aerial
Vehicle) and RPV (Remotely Piloted Vehicle) are distinguished. Unmanned

aerial complex (UAC) or the system (UAS) consists of UAV and

ground control station — the radiotechnical system, compulsory elements
on which are radio channel to transmit current target information and the
ground control station in control radio channel for control of RPV and its
service load. Exactly in the interaction of RPV with the ground control
station and its main element — human-operator, the main feature of RPV -
the interactive control is realized [8, 9, 10]. In such a way, RPV is an
automated interactive drone, capable to perform flight on a preset route and
to maintain its orientation in the space without human intervention, but at
the same time is ready to respond to the controlling impact of human-
operator. As a rule, UAV performs a flight under program set into its
onboard control complex, with receipt or transmission of target information
on the customers radio channel. Moreover, the multifunctional and
intellectual nature of such technical complexes provide for change of the
flight's program in a real time scale. The availability of automatic pilot of
UAV, along with remote control devices outside of the area for visual or
radiotechnical visibility, distinguishes it from the simple sport aeromodels.

Considering the system approach, the structure of organisational-
technical system of unmanned aviation can be represented as a three level’s
hierarchy (Fig. 1). The complex technical systems with UAV are on the first
(lowest) level, the unmanned aerial complex (UAC) is on the second level
and on the third — the technical unit combines with ergatic. Besides UAV,
the structure of UAC consists of the devices for: communication and
control, the aircraft ground handling, launching, landing, saving,
transportation and storage. This representation of the unmanned aviation's
structure allows the treatment of different concepts and their component
elements of common positions by seeking their interconnection.
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Organizational-technical scheme (OTS)
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Fig.1. UAC organizational-technical scheme

I level Sophisticated technical systems

Main purpose of the intelligent onboard systems is the collection and
processing of data coming from technical devices and the creation of models
of the process in real time. In general, the formation of the control model
and its display on screens is implemented in the following order:

- data collection from peripheral sources and processing by the
system;
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- creation of models of the controlled process based on incoming
information;

- representation of invented models in a form, convenient for
perception and highlighting of the most significant risk events [11].

The indicated sequence of actions shows that the system creates a
base of knowledge for monitoring and control which is initial for control
activity of the operator. This is the reason the “UAV - operator/s” system to
be considered as a class ergatic system.

Modelling of the man in ergatic system

Researches on the human brain activity are focusing on the fact that
a reasonable person copes with unfamiliar situations and makes rational
decisions because he can extract new knowledge from existing experience
and can consider the consequences of those decisions. People analyse not
only accurate, predefined data, but also incomplete information which often
has not a numeric expression. This means that a person meets challenges of
unstructured type with non algorithmic solution on daily basis; the
quantities he operates with cannot be set in numerical form; their solution
requires processing of information which is ambiguous and changes
dynamically; purposes of the mathematical problem cannot be expressed by
exact objective function.

The human intellect is complex biological phenomenon and it is not
limited only to problem solving, structured or unstructured. But in the
present level of knowledge and instrumentation not all types of human
reasoning are well studied and therefore it is impossible to be modelled (for
instance like creativity, intuition, imagination).

Conceptual and computer model of the Man as control system
(MCS) and his subsystems

The man as a control system (MCS) is complex multi-parametric and
multilayer system and can be seen, formalised and modelled in different
sections (in different qualities and parameters). With a high degree of
abstraction, MCS can be seen as a hierarchical system of three levels:
mechanics, control, intellect, united into one conceptual model (Fig. 2).
Each subsystem and the system as a whole has two faces, two areas of
functioning and manifestation: internal and external [12,13,14].
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Fig. 2. Systematical representation of MCS

Level mechanics of high degree of abstraction can be defined as a
sophisticated mechanical system of solid bodies with a large number of
mobility degrees. The executive human organs are determined, i.e. they
have as a rule more than necessary degrees of freedom to perform a
movement. This enables alternative selections, great flexibility and thereby
—optimization in the organization and control of each motion. This subset of
mechanical system’s elements defines efferent (executive) organs of MCS.

Mechanical human system becomes vital due to a level of
management, containing a range of different programming modules,
functionally organized in two levels:

— Local subsystems — closed systems to control the mutual position
of a group of solid bodies (bones) with their own autonomous endo sensors,
regulators (nerve ganglia) and efferent executive organs (muscles). Each
subsystem has channels of communication with the upper level,

— Central subsystems — for coordinated control of ensembles of local
subsystems. Regulators of this level are located in the central nervous
system. There are located “the libraries” of standard motor programs for
coordinated control of the local systems and implementation of various
structural and functional compositions from them.

While the first level (mechanics) is a “hardware”, the intelligence
level is “software” or “bio-software”. In this sense it is “the most hidden”
level and can be summarized as an capability to receive, preserve and
process a database — an information processing; capability to receive,
preserve and process a knowledge base — knowledge processing; capabilities
to create of mental (reflective) models (MM); capability of internal off-line
reflective analysis of MM’s functioning and performance of adjustments to
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them based on the stored results from real human actions; opportunities for
mental operational and long-term prognosis and evaluation of the results of
the scheduled upcoming action; opportunity of criteria adjustment of the
lower control level; opportunity to control the strategy choice (risk level);
opportunity of self-regulation of the internal information processes
(informative regulator) depending on the uncertainty, danger, responsibility
of the upcoming action.

Software “MATLAB -Simulink™ is used for computer realization of
the algorithmic models and it is suitable for formal presentation and
modelling of cognitive activity of Man as a control system, as well as Fuzzy
Logic environment for modelling of fuzzy systems [15].

Models of the following subsystems were developed and
experimented: subsystem for fuzzy evaluation of the input signals by triple
overlapping of triangular membership functions (MF) as an example for
fuzzification and fuzzy logic; subsystem input signals — perception of
position, velocity and acceleration from MCS; a subsystem for switching of
various generators for input stimuli; subsystem for interval estimation of
input signals, comprised of 25 blocks in 5 subsystem levels; “Training”
subsystem — model of “variable (stochastic) conduction” in a knot of self-
learning matrix; “Exit” subsystem — model of fuzzy-exit of MCS of
stochastic type, comprised of 14 three-level subsystems.

Models are implemented in an accelerated time scale. Real time step
depends on the hardware platform. However, it does not affect the dynamic
characteristics, logical and numerical results, as they are scaled accordingly
and on the graphs, as time functions are read real units (to man) — usually
seconds.
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Fig. 3. Conception model of MCS
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An original computer model of a Man as a tracking system (MTYS) is
also implemented in one-dimensional mode of accompanying tracking (fig.
3). Synthesized model of MTS has multi-layer structure, implemented and
tested on Simulink by MATLAB (fig. 4). Models are synthesized in
heuristic way. In systematic aspect Simulink environment is virtually the
laboratory and experimental environment in which the system as a whole
and its various subsystems are built and verified:

- sensor subsystem;

- subsystem subjective evaluation of target’s dynamic. The
subsystem consists of 11 subsystems for each channel for random
interval evaluation, each of which — by another subsystem of third
line;

- model of the central subsystem of PTS in an
accompanying tracking mode;

- subsystem for generating random sequences with uniform
and Gaussian distribution.

Fig. 4. Computer model of MTS

Subsystems are working and are synthesized with existence of a
large number of parameters which can be set to different values and a very
large number of experiments (virtual) can be produced. Results can be used
for data verification from experimental researches of real operators.
Synthesized computer models can be build with subsystems of higher grade
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and can be modelled MTS systems with possession of part of “human”
qualities and capabilities.

In Fig. 4 is shown the computer model of a man as tracking system
in a concomitant track. Visual information for tracking object — the target
enters at the inlet.

Subsystem has four outputs — target position (S), moving speed of
the target (V), acceleration of moving (a) and direction of moving sign. Four
signals entry as four input values in the Fuzzy Controller Fuzzy Logic
Controller, the action and set value of which are described above. In this
case the object of control (tracked object — the cursor) is represented as an
inertial unit of first tier [16].

3.2. Model of unmanned complex for training of operators and
formation of a mental model of emergency situation

Operator’s work in the control loop of unmanned complex differs
from the work of the pilot in a real aircraft, in the manner of determining the
position of the aircraft in space. Operator, especially in absence of direct
visibility of the aircraft (in autonomous flight outside the field of vision)
works on the device’s data in the control panel. Based on the indication of
the complex of devices, he forms mental image of flight (also called
“mental” model) and monitors it by comparing this picture with indications
of the devices. When this is fixed mode in the performance of type
programmed mission, this process usually does not pose much difficulty and
is learned relatively successful after a cycle of trainings and piloting of real
flights. The situation is completely different with the formation of mental
picture on the aircraft behaviour after failures — in an emergency situation.

Countering of failures in control system of a drone is practically
fruitless task, although for some retarded situations after passive failures it
is possible (according to data modelling) to respond promptly and to attempt
to save the aircraft. As a rule, after emergency identification the pilot should
activate the emergency rescue system in order to avoid the aircraft’s
destruction, as well as objects on the route of collision. The only reliable
method with a minimum research costs for the behaviour of the aircraft, its
trajectory and continuation of the situation, and the operator’s capabilities in
the conditions of time shortage is the development of computer models,
visualization of the flight on simulative device’s panel and its multiple
repetition with monitoring of the situation on the devices [17]. For the
research of formation process of imaginary (mental) picture (IP) of
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emergency was developed pattern, reflecting the specific features of the
drone with capabilities for modelling different types of failures in the
control system with the help of program product “Simulink”.

In the basis of the flight model development are subsystems of lateral
and longitudinal motion and connections between them, model of the
control system with automatic pilot and manual mode for adjustments (i.e.
combined mode) [18,19]. Upon active failure of the ailerons the motion
loses stability, resulting in vigorous rotation around the longitudinal and
transverse axes. The reason for this is the work of the steering wheel after
the ailerons active failure. Before the intervention of the pilot-operator to
shut off the automatic pilot in third second, the aircraft is on the critical
angles of attack (over 200) due to the deflection of steering wheel for height
in end position «on toss bombing» from the working pitch channel of the
automatic pilot and has significant sliding to the right. The spatial position
of the drone in runoff auger is — the aircraft is on its back, but with
supercritical angle of attack. The available time for the operator is very short
(tav <29). If the operator succeeds to turn off the automatic pilot during this
time and auger does not occur, the aircraft performs spiral motion to the
right with drooping down nose. This is an adverse failure with a very high
probability of an unfavourable outcome. From a practical point of view, it
cannot be averted during a flight outside the field of vision. At sufficient
flight height a parachute system could save the drone from destruction. The
destruction is possible even before the fall of the aircraft due to the high
values of normal overload even in the first 5 - 10s if the operator does not
intervene.

If the device readings by emergency situation could be visualized the
picture will show the following: the aviation horizon rotates and fluctuates
by pitch in the zone of negative pitch angles. Iteration of the modelled
situation forms a flight’s image in the operator’s mind of the type
“monitoring of the aircraft from the ground”, which is necessary for quick
identification of the situation and activation of the emergency parachute
system.

Model of the pilot. During a flight every crew member performs the
tasks, appointed to him by the flight’s program, but in the loop for direct
piloting of the aircraft, constantly in a manual mode of piloting is included
the aviator — pilot. Various mathematical models are used for his actions
with controls in the cockpit during the study of closed loop.
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As a unit of the control loop, the aviator can be seen simplified as a
system for automatically adjustment, comprising of three basic,
interconnected subsystems: sensitive organs (perceiving sensors); central
nervous system; executive organs (muscles of the arms, legs, back). The
central nervous system (CNS) is a base of knowledge and behaviour models
in each particular situation. As a result of training and drills there are created
and maintained the ideas of pilot for correct and safe flight (mental models).
Function of information processing and decision making resulting from a
comparison of real flight parameters to the mental images of pilot for the
flight is performed in the central nervous system. Movements of the
executive organs and the efforts, developed by them, are an output signals in
the control loop. Through motive (kinaesthetic) receptors the information
about the muscles action is transmitted back to the central nervous system.
Thus are formed internal connections in the organism, similar to the reverse
connections in the automatic adjustment systems. Thanks to these reverse
connections, the aviator can dose the control levers motion, as according to
effort and displacement.

Modification in an effort are better felt than moving of the control
levers and accuracy of dosing according to efforts is bigger than in moving,
therefore among the features of controllability of the aircraft, priority have
those in efforts. If the pilot does not feel the changes of efforts in moving
the control levers, he deprives himself of a very important part of
information and this leads to large mistakes in piloting even to complete
loss of stability of the control loop.

Modelling program for takeoff and the pilot’s actions in
implementing of the program through motions of the control lever in this
case is an imaginary (mental) model of the pilot for takeoff, realized by
Simulink’s devices. The most important features of pilot’s MM are safe
takeoff (observing of the aircraft’s limitations, defined by its aerodynamics
and a short distance and profile of the flight after detachment which ensures
the passing over the obstacle at a safe height (min 50 m above it)).

These particulars are developed in the process of flight preparation
on the basis of knowledge of aerodynamic characteristics of the aircraft,
which are studied by the pilots on theory [20].

Block “Step input Programme_pitch 110 s_1-0" eliminates the mental
model of takeoff and prepares the model of pilot for implementation of the
horizontal flight and landing.
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Modelling of pilot’s work in control loop during takeoff and
landing. Flight program is modelled by considering an aircraft type with
following characteristics: mass = 10252 kg; area of the wing Sw = 34 m?;

Fig. 5. MM of the pilot in detachment of the aircraft from the runway

Fig. 6. MM of the pilot on the phase of initial climb

Fig. 7. Detachment of the aircraft from the runway and the initial climb are
connected
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average aerodynamic chord b, = 4.16 m; wingspan l, = 9.3 m; body length
L,=10 m; inertia moment about the axis OZ (for pitch control)
I,= 111593 kgm?; coefficient characterizing the efficiency of controllable
horizontal stabilizer m,* = —0.91; range of deviation of controllable
horizontal stabilizer “on toss bombing” pomy = —150; maximum coefficient
of elevating force Cy max = 1.2 (without flaps); increase in coefficient of
elevating force from flaps C, = 0.5 (flaps).

Model of closed loop illustrates the capabilities of “Simulink”
product for simulating of sensomotoric activity in single-channel control by
pitch. The operation of closed loop is presented by the devices of
“Simulink” based on three main hypotheses. The first one — in takeoff and
landing the pilot works by pitch because the speed pressure is low and the
reaction of the aircraft in deviation of control means is more sensitive to the
angles and angular velocity of pitch and lower on normal overloading.

This fact is well-known and is established by engineering-
psychological research and flight tests and it is attached as a key hypothesis
in the work of the pilot. Another hypothesis which is ground the work of the
pilot to be simulated through model, are known facts and research of the
methods for building of mental model for the development of the flight in
the future, which in the control loop is the flight’s program.

Logical operations for the beginning and the end of different phases
of the control process (point of support) and the assessment of impedance
mismatching between set and actual value of monitored parameter are
carried out in it. The third hypothesis is from the information theory: if a
constantly varying value (e.g. pitch) is observed with discreet perceptions
(alternating phases of observation and breaks between them), then the
operator (pilot) by the discreet perceptions under certain conditions may
form the mental model of constantly varying parameter.

Modelling results indicate that the pilot’s model performs the flight
program safe in compliance with the basic restrictions imposed by the
characteristics of the object for control. The object for control is a
manoeuvrable aircraft with resistance and navigable characteristics which
under the conditions of time and space scarcity can provoke emergency and
catastrophic development of flight situation as a result of pilot’s errors.

The model of pitch control developed by the pilot implements the
mental models set in the program for the flight and landing. The typical
stages in observance of safe flight conditions are reflected.

218



3.3. Modelling of information interaction of human-operator in
an ergatic system

Terrestrial information systems are this part of equipment with
which the UAV’s operator directly interacts. Based on the information
received, he creates a mental model of the control process he uses his
activity. That is why the effective implementation of such systems is
impossible without detailed analysis of relations in examined complex “man
—machine” (in this case “HO/pilot — aircraft”).

Increasing the efficiency and throughput capacity of the interface is
particularly important task, related with the modification of the human
component on the one side, which is more difficult, and of the other — by
adapting and improving to HO of the second component — the information
system. In this case it is necessary the capabilities and limitations of the
pilot to be known, as well as the conditions of his work to be taken into
account.

Relations “pilot — information system” are part of the broader and
general relations “pilot — aircraft”, including, if necessary, the UAV control,
and of the other — the informing of the pilot about the condition of the object
for control and the surrounding environment by the on-board information
systems (generally accepted term is pilot-vehicle interface) [9, 10].

Theoretical-data model of the operator activity. As we noted so
far, the operator’s activity differs from the other type of activity with this
that he resolves issues on control, management, transmission or
transformation of information, interacting with the external environment or
technical devises not directly, but by the assistance of various means to
display the information and by the relevant control authorities. General
characteristics of the activity of all operators is the collection, evaluation
and processing of information for technical equipment, technological and
other processes, dynamic objects; taking the relevant operator’s decisions
based on the evaluation of information; actions on their implementation;
monitoring of the effectiveness.

In the proposed model, in which the operator monitors several devices
simultaneously, the viewer is represented as a non-stationary discrete
communication channel with discrete time.

It is appropriate to assume that in the operational and long-term
memory of the operator is stored information about the purposes of
functioning and quality assessment of the activity, i.e. there is a certain
“instruction” and setting for the task implementation.
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In the general case, the tasks of human-operator (HO) are presented
as prescribed image of the area of input impacts L, on the space of the

acceptable responses L,. Thus in set or known characteristics of the

permissible ability of the operator in terms of sensor input and motor output
the actual and perfect information load of the operator must be assessed.
This problem cannot be solved by conventional methods of information
theory, since the properties of the operator in resolving of specified tasks are
non-stationary in the usual sense. Multiple data from the area of general and
experimental  psychology for cognitive  processes, results of
psychophysiological experiments and modern theoretical understanding of
the structure of sensory-perceptual processes convincingly confirm the
specified status.

In order of the evaluation of work characteristic of the operator upon
receipt and processing of the information, has been introduced the concept
model unit of functioning of the operator (MUF). Under this concept is
understood all the operations and activities of operator, related to search,
finding and knowledge of a certain signal — element of L,, and also its

logical processing and formation of response reaction — element of Ly.

Essentially, MUF can be regarded as some elementary unit of the operator’s
activity, with a limited spatial and time duration. In terms of quality it is
natural for MUF to be characterized firstly by ultimate continuity in time
and secondly with certain information, i.e. with this amount of information,
processed by the operator in its implementation [21].

Using MUF in such a manner, the operator’s functioning as a
process is described as stochastic sequence of disjoint unit of functioning.
Then each final time interval of operator’s functioning can be represented as
a total sum of incidental number incidental augends, corresponding to
discrete time intervals of MUF implementation in order of their following,
starting fromt = 0.

Based on the accepted limits and the examined structure the
mathematical model of the operator’s activity is described for unspecified
MUFv:

Q)  P(Y;v)=%[P(X;v)v],

where W in general case is a symbol of non-stationary transformation of
discrete sequences of distinct states of the information panel (elements of
space L,) in a discrete sequence of the recognizable for the object
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controlling impacts of the operator (elements of space Ly). Physical

meaning of this transformation is that in the absence of errors in formation
and implementation of the controlling impact, the operator is obliged in
response to every X;state of the information panel with probability one to

realize the set the corresponding control actiony;. On the basis of this

functional dependence of MUF’s number arises an opportunity for reading
of such specific operator characteristics as adaptation to situations, adapting
to work, tiredness, ability for improving the activities in the learning
process, etc.

)  P(Y;v)=P(x;u)M(v) ,

where M(v) is the matrix of conditional probabilities with dimension

N x N, satisfying all conditions of stochastic matrix, since all its elements
are non-negative, does not exceed one and the elements sum in each row is
equal to one. This matrix is specific for each operator in a sense that it
reflects his individual characteristics associated with the intake and
processing of information within the examined structure of activity.

The proposed theoretical-data model allows selection of basis for
comparison of real operators with the perfect one according to matrices type
M(v) and assessment of work quality by comparison of the matrixes

M(v) . Thus, a summary model which reflects the integral characteristics of

the operator’s activity can be used for normative assessment of both
operators and information models in systems for control and managing of
complex objects.

Perspective opportunities for application of the proposed approach
presumes further development and application of the method for integrated
data assessments with subsequent complication of the communication
channel, inclusion of the memory and after-effect in the channel. This
method provides an opportunity to be built a satisfactory description of the
reliability and efficiency of operator’s work in the real control and
management systems; and to provide comparable descriptions of the
functioning of the “human” and “technical” part of the entire system.

In the presence of sufficiently complete empirical material —
engineering-psychological and experimental-psychological data on the
operator’s work in receiving and processing of signalling information, the
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method set forth herein provides an opportunity for effective prognosis of
the actual information loads of operator in the systems.

An algorithmic model of operator activity is formalized and studied.
The model of the process is set by the interaction of three structures (Fig. 8),
which may be described, respectively, graph of the objectives, graph of
operations and graph of indicators

The objectives are divided into final, characterized the results of the
activities described in the working procedures and intermediate, which are
stages upon reaching of the main ones.

The indicators contain assessments of various aspects of the
operator’s activity in the process of reaching of the final objective, set by
the procedure.

When modelling with Petri nets a graph of indicators can be formed,
in which transitions have certain weight factors. For the time parameter the
summary coefficient at any point is equal to the time of achieving the task
[22, 23].

_ Structure of the
Subject objectives
Structure of the
Model :
operations

| | Structure of the
Balancing Unbalanced indicators

; !

Fig. 8. Process model
The algorithmic model for actions of the operator is developed and it

is presented with two graphs with Petri nets — graph of the objectives and
graph of the operations, as it is accepted that each objective ends with
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operation to implement the taken decision. Graph of objectives describes the
structure of sequential actions in time, oriented to achievement of the final
objective.

Implementation of the model of procedure with graph of objectives
is formalized in the theory of Petri’s nets as a script (fig. 9).

Fig. 9. Operations graph

The model of operation includes a graph with Petri nets with the
sequence of actions (operations), performed by the operator. In practice the
target model’s development precedes the development of model for the
operations and they are created independently of one another. In this graph
the positions corresponds to the operations and for each point of the graph is
drawn a table with description of the achieved objectives and current status
of the indicators. Current indicators in the case are the time, necessary for
performance of certain operation, reducing the working capacity of the
operator, alteration of technical parameters of the flight (speed, altitude, fuel
consumption).
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Conclusion

Within the framework of the implemented project of FNI DTK 02-
59/1913 “Study of the functional efficiency of man under work in extreme
conditions”, Contract DTK 02/59 (2009-2013) were developed a concept
and methodology for assessing of man in the structure of ergatic systems.
Computer models of human-operator with possibility of different
applications have been implemented.

Algorithmic model of MCS is synthesized, which is considered as a
complex hierarchically organized control system at three levels: mechanics,
control, intelligence. Organizational-technical system of the unmanned
aircraft complex as sophisticated ergatic system has been described.

Computer realization of the main modules of the algorithmic model of
the man as a control system has been implemented and software for data
processing and analysis has been developed, including: 1) Model of
unmanned training complex of operators and formation of the mental model
in an emergency situation, implemented in “Simulink”. This model reflects
the specific features of the drone aircraft and has the capacity to model
different types of failures in the control system. 2) Flight model.

At the base of development of the model stand subsystems of lateral
and longitudinal motion and connections between them, model of the
control system with automatic pilot and manual adjustments mode (i.e.
“combined mode”). Modelling has been done for specifically adopted
characteristics of small drone. 3) Pilot’s models. As a unit of the control
loop, the pilot (operator) is simplified viewed as an autocontrol system
consisting of three main interconnected subsystems: sensitive organs
(perception sensors); central nervous system; executive organs (muscles of
the arms, legs, back).

Models of the system aircraft-operator-automatic pilot under different
modes of operation are presented in detail. Operation of the pilot in closed
loop during takeoff and landing in “matlab-simulink” environment is
modelled. Results of the modelling of flight with takeoff, horizontal flight
and landing are shown. Characteristic stages in observance of safe flight
conditions are presented.

Theoretical-data model for prediction of the level of operator’s
information load in erratic systems is proposed. It allows the assessment and
prediction of the effectiveness of a real working operator. Simulation model
of operator’s activity is synthesized based on the Petri nets. The sequence of
the actions of HO are given by the algorithm of activity, including
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consecutively performance of elementary operations to solve of the given
task.
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MOJAEJIMPAHE HA YOBEKA - OIIEPATOP B CJIO’KHA
CUCTEMA, ®YHKIHIMOHUPAIIIA B EKCTPEMHMU YCJIOBUsA

II. Teyos, 3. Xybenosa, /. Hopoanos, B. ITonog

Pe3rome

Pasrnexxgar ce mpoOiiemMu, CBBP3aHM C EKCIUIMKAIMATa Ha CIOXHH
CHCTEMH Ha yTpaBlieHHE Ha OOEKTH, paboTenIy B €KCTPEMHHU YCIOBUS, KaKTO U
BJIMSIHUETO Ha e(eKTUBHOCTTA Ha ONepaTopcKara JAeHHOCT BbPXY CHCTEMaTa KaTo
msuto.  OO0ocHOBaHA € HEOOXOAMMOCTTa OT Ch3JaBAaHETO Ha KOMILIEKCHU
WMUTAIMOHHN MOJEN, OTpa3sBallh oleparopckara pAeWHocT. OmmcaHa e
OpraHU3alMOHHO-TEXHIYECKAaTa CHCTeMa Ha OC3MMIIOTEH aBHALlMOHEH KOMILIEKC,
KaTo CJOXHa epraTudHa cucreMa. OChIIeCTBEHA € KOMIIOThpHA pealn3anus Ha
OCHOBHUTE TOJICUCTEMH Ha aJITOPUTMHUYHHS MOJEN Ha YOBEKa KaTo yIpaBisiBaiia
cucTeMa M € pa3paboTeH cruenmanu3upaH coTyep 3a oOpaboTka M aHAIWU3 Ha
naHHuTe. Peanm3upaH e M3clelBaH OpUTHMHAIIEH KOMIIOThPEH Mojen Ha YoBek
Karo cueasma cucreMa. CHHTE3WpaH € MOJeN Ha OE3MIIOTeH KOMIUIEKC 3a
TPEHUPOBKA Ha ONepaTtopd W (GopMUpaHe Ha MEHTAIHUAT MOJIENl Ha aBapHiiHa
cutyanus, peanusupan B “matlab-simulink” cpema. Kato 3BeHO oT KOHTypa 3a
yhpaBjeHHe, JICTEHbT (OMepaTophbT) € pasrielaH OMPOCTEHO KAaTro CHCTeMa 3a
aBTOMATHYHO PETYJIHPaHEe ChCTOAIIA Ce OT TPU OCHOBHH, CBBP3aHH MOMEXIY CH
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NOJCUCTEMHU: YyBCTBUTEIHU OpraHu (Bh3NpHEMAIH AaTYHIIN); [IEHTPaJHa HEpPBHA
CHCTEMa; W3IBJIHUTEIHM Oprand (MyCKyJdM Ha pblieTe, Kpakara, TIbpba).
ITpeanoxkeH € TeOpeTUKO-MH()OPMALIMOHEH MOJIEJI 3@ IPOTHO3UPAHE HA HUBOTO HA
WHPOPMAMOHHOTO HATOBapBaHE Ha ONEpaTopa B EpPraTUYHA CHUCTEMH, KOWTO
MO3BOJISIBA Ja C€ OLCHW M MPOTHO3Mpa €(PEeKTUBHOCTTa Ha peajHo paboTerd
omepatop. Ha ©0a3za wmpexure Ha Iletpm e cuHTe3upan uH(pOpPMAIIOHEH
HMUTAIUOHCH MOJCJI Ha OII€PATOPCKa ILGﬁHOCT IIpU U3JIMTAHEC.
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Abstract

The development of a new design small offset antenna with elliptical aperture
equivalent to about 60 cm circular aperture intended for receiving earth stations in the
band 11.7+12.5 GHz of Broadcasting Satellite Service (BSS) is reported in the paper. The
antenna mechanical and electrical characteristics are presented. The main antenna feature
is the improved antenna radiation pattern in the plane of the geostationary satellite orbit
(GSO) compared to the reference antenna pattern of BSS receiving earth stations in Annex
5 of Appendix 30 of the Radio Regulations (RR) that will contribute to less interference
impact between real BSS systems in Ku-band especially systems with satellites located at
comparatively closely situated GSO positions. The antenna parameters values achieved in
this project are in support of the idea to improve the reference antenna pattern of the BSS
earth stations that will contribute to more efficient use of the frequency spectrum-orbital
resources in this band corresponding to the wording of Article 44 of the Constitution of the
International Telecommunication Union (ITU) and the main principle of the RR for
equitable access to frequency spectrum and GSO.

1. Introduction

The World Radiocommunication Conference 2000 (WRC-2000)
adopted the international Plan for GSO BSS systems with national coverage
based on a completely digital technology for television programs
transmissions for Regions 1 and 3 countries (Europe, Africa, Asia and
Australia). The down-link protection criteria in this BSS Plan are based on
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the 60 cm reference antenna radiation pattern for the BSS receiving earth
stations taken from ITU-R Recommendation BO.1213 with a half power
beamwidth of almost 3° (2.86°) and included in Annex 5 of RR Appendix
30 (Fig.7bis) [1]. According to this reference radiation pattern at 3° orbital
separation between BSS satellites positions on GSO discrimination of the
co-channel co-polar Adjacent Satellite Interference (ASI) is about 13 dB and
18 dB for cross-polar applicable to BSS channels with circular polarization
and 27 MHz BSS channel bandwidth. In the operational BSS systems the
circular polarization has no popularity from the very beginning. By the time
it is becoming more and more impossible circular polarization to be used,
because of the numerous filings for additional use of the BSS band
resources under the provisions of Article 4 of RR Appendix 30 intended to
use BSS channels with linear polarization and especially with the preferred
33 MHz BSS channel bandwidth. The cross-polar discrimination for linear
polarized signals according to the reference BSS receiving earth stations
antenna pattern is decreasing up to 1 dB at around 3° off axis angles,
because of the offset BSS channels arrangement and the use of 33 MHz BSS
channel bandwidth. This circumstance makes completely impossible
polarization reuse and reduces the opportunity to obtain coordination
agreement for additional uses BSS systems and this creates difficulties for
their implementation, as well as for the systems in the BSS Plan.

During the year 2012 ,Bulgaria Sat” AD was awarded by the
national regulatory authority CRC (Commission for regulation in
communications) with permission to use GSO position 1.9°E for BSS
system in case of successful coordination. At about 3° from both sides of
this position the satellites of other countries BSS systems in operation are
positioned. The analyses carried out showed that the three systems can
operate at equal EIRP values without any perceptible mutual interference,
however the existing coordination provisions [1] requires higher carrier-to-
interference ratios than the actually needed. These provisions
predetermined the WRC-12 decision on the Bulgarian proposal [2] the BSS
channels in the lower part of the BSS band to be allowed for use from
position 1.9°, however with quite low EIRP [3]. This Conference decision
showed the need of a new antenna design for BSS receiving earth stations
with improved electrical parameters: some higher maximum gain and
improved radiation pattern particularly around 3° off-axis angle and better
polarization discrimination.
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2. Construction of the BSS receiving earth station antenna
accordance

The proposed BSS receiving earth station antenna (elliptical offset)
is designed in accordance with the recommendations in [4, 5]. The antenna
reflector with aperture dimensions of 70 x 50 cm with elliptical rim (Fig.1)
in a manner placing the feed out of the main beam of antenna pattern
(Fig.2). The shift of the mechanical antenna axis from the electrical one
(offset angle) is 30°. The antenna feed is a conical horn with an elliptical
aperture complemented by choke (Fig.3) and dimensioned for achieving
pattern symmetry and best possible maximum match with the feed
waveguide in the full DTH TV band (10.7 + 12.75 GHz) (Fig. 4).

Fig. 1. Shape and size of antenna aperture

The distance is measured from the feed to the
reflector aperture center

Fig. 2. Alignment the antenna feed
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Fig. 3. Dimensioning of the antenna feed
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Fig. 4. Return loss of the antenna feed

3. Electrical characteristics of the new design BSS receiving
earth station antenna

Theoretically determined maximum directivity of the new design
BSS receiving earth station antenna at the BSS band middle frequency 12.2
GHz is over 36 dBi and the maximum cross-polar discrimination is over
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30 dB in the cone of the co-polar component relative gain of - 0.25 dB.
Directivity values vs. frequency in the antenna operating band are
summarized in Table 1.

The improvement of the new design BSS receiving earth station
antenna radiation pattern in the GSO plane (horizontal plane) compared to
the existing reference Regions 1 and 3 antenna radiation pattern for the
receiving BSS earth stations in Annex 5 of RR Appendix 30 can be
expressed by the following points (Annex 1):

1.0ff-axis co-polar discrimination in the off-axis angle sector of
2.5°+3.5° is higher than 20 dB including 0.5 dB antenna
mispointing error.

2.Cross-polarization discrimination is above 10 dB in the off-axis
angle sector of 2.5°+3.5° including 0.5 dB antenna mispointing
error.

It wasn’t observed any perceivable variation of the main components
of the new design BSS receiving earth station antenna radiation pattern in
the off axis angles sector of £10° throughout the whole BSS band and even
throughout the whole antenna operating frequency band 10.7-12.5 GHz
(Annex 1).

4. Tolerance analysis of the proposed new design BSS receiving
earth stations antenna parameters

The expected decrease of the main beam antenna gain for the feed
horn shift from the antenna focus along the three axis (Fig.5) is presented on
Fig.6. Itisevident that 1 cm shift of the antenna feed phase center from the
focus of the parabolic reflector along each axis causes the maximum antenna
gain decrease of less than 0.1 dB. The gain is most susceptible to a shift of
the antenna feed phase center along the paraboloid axis; 0.5 dB decrease of
the gain corresponds to 2 cm shift from the antenna focus. The antenna gain
is substantially more tolerable to the feed twist around its own axes in the
horizontal and vertical planes (Fig.7) than the cross-polarization
discrimination; when the feed is twisted around the antenna vertical axis
(elevation) with more than 3° the cross-polarization discrimination value
falls below 20 dB, while the gain decreases with less than 0.04 dB.
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The impact of the root-mean-square (r.m.s.) deviation of the antenna
reflector surface from the ideal paraboloid was analyzed at frequency
12.0 GHz which falls in the middle of the antenna operating frequency band
and the results are presented here below:

r.m.s. deviation, mm | 0 0.047 0.094 0.235 0.47 0.705 0.94 | 1.175| 1.41
Gmax, dBi 36.2 | 36.199 | 36.194 | 36.154 | 36.011 | 35.773 | 35.44| 34.99| 34.45
Gmax decrease, dB | 0 0.001 0.006 0.046 | 0.189 0.427 0.76 | 1.21 | 1.75

The deviation from the parabolic surface of the mass production
small aperture antennas is typically less than 0.5 mm r.m.s. It results less
than 0.2 dB decrease of the antenna gain theoretical value.

The values of the main beam antenna gain (Gmax) of the new design
BSS receiving earth station antenna accounting for the losses due to the
manufacturing allowances are summarized in Table 1. It can be seen that
Gmax is apparently higher than 35.5 dBi at the mid BSS band frequency
12.2 GHz with aperture efficiency of 70 %.

Table 1.

Frequency, | Polarization | Directivity, | Feed shift loss, Surface error loss, [Other losses, Gmax,
GHz dBi dB dB dB dBi

10.7 Vertical 34.98 0.2 0.19 0.25 34.34
10.7 Horizontal 34.87 0.2 0.19 0.25 34.23
11.725 Vertical 36.03 0.2 0.19 0.25 35.39
11.725 Horizontal 35.95 0.2 0.19 0.25 35.31
12.0 Vertical 36.25 0.2 0.19 0.25 35.61
12.0 Horizontal 36.15 0.2 0.19 0.25 35.51
12.75 Vertical 36.4 0.2 0.19 0.25 35.76
12.75 Horizontal 36.87 0.2 0.19 0.25 36.23

The losses due to finite conductivity of the reflector surface, antenna
feed and waveguide are negligible, as well as the return loss (better than -
18dB over the band of operation). They are summarized in the column
“Other losses”, forming a significant safety margin of about 0.25 dB.
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5. Preconditions for and expected results from the introduction of
a new reference BSS receiving earth station antenna radiation pattern

The results from a comparative analysis were presented in [6] in which
the potentially affected BSS systems and administrations by the Bulgarian
BSS satellite system submitted at GSO position 1.9°E under the provisions
of the Appendix 30 criteria for down-link direction based on the existing
reference BSS receiving earth station antenna pattern were identified and
compared with those obtained by applying the antenna pattern with steeper
slopes like the presented above new design of BSS receiving earth station
antenna. The analysis based on the narrower antenna pattern of the BSS
receiving earth stations keeping all other conditions unchanged showed
reduction of the number of the affected BSS systems and the number of
administrations with which the coordination agreement have to be obtained
was also reduced [6].

There are a number of BSS satellite systems submissions in ITU
Region 1 at positions which fall in the BSS receiving earth stations antenna
beam off-axis angle sector of 2.5°+3.5° [6] of other BSS systems previously
submitted to the ITU Radiocommunication Bureau (ITU-BR) and that’s why
having priority. The later submissions seem to be impossible to be brought
into use, because of serious difficulties for notifying administrations to
obtain coordination agreements due to usually quite great number of
identified as affected ones. The reason for that is in a great extent the
theoretically defined interference impact based on the use of the existing
reference antenna pattern of BSS receiving earth stations. Observing the
applicable protection ratios and the reference antenna pattern of the Regions
1 and 3 BSS receiving earth stations [1] even BSS systems at GSO positions
separated with 6°+7° are identified as affected. However, to obtain
coordination agreement even in such cases is equally labor-consumption and
expense-consumption and some times even impossible for non-technical
reasons. Unnecessarily large number of systems and administrations with
which agreements have to be sought is a barrier to successful coordination
and recording of new BSS systems for additional uses of the BSS band in
the Master International Frequency Register (MIFR) and impedes providing
finances for their implementation. At the same time the ITU Region 2 BSS
Plan (North and Sought America) is based on the reference antenna pattern
of BSS receiving earth stations with comparatively narrower beam and
antenna design independent. Such an approach leads to more effective use
of the Region 2 BSS frequency-orbital resources than the corresponding for
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the Regions 1 and 3. From the other side tightening of the reference antenna
pattern defining in a great extent the access to and the effective use of GSO
to the specific antenna dimension is not a perspective approach because the
antenna technologies are continuously improving.  The small Ku-band
antenna manufacturing companies currently demonstrate achievement of
much better antenna pattern discrimination in the vicinity of 3° off axis
angle even for the same antenna size.

Making the reference antenna pattern of the Region 1 and 3 BSS
receiving earth stations in Annex 5 to RR Appendix 30 (Fig.7bis) narrower
especially in off axis angle region from 2.5° to 3.5° will ease the
coordination procedure because the identification of the need for
coordination is based on it and the number of the potentially affected BSS
systems and administrations identified by the ITU-BR will be reduced. As a
result much more BSS systems can be successfully coordinated and
implemented at conditions of closely located positions of the BSS systems
in the Plan and the submitted under RR Appendix 30 Article 4 [1].

6. Conclusion

The goals set forth the design of the new BSS receiving earth station

antenna are achieved:

e the maximum gain is higher than 35.5 dBi @ mid frequency (BSS);

e the ASI suppression in a cone of 3° from the antenna main beam axis is
over 15 dB throughout the BSS band,;

e no perceptible change of the antenna radiation pattern throughout the
BSS band is observed in the off-axis angle sector of +10 degrees.

Having in mind the considerable margins demonstrated in the
antenna gain analysis the presented new design antenna for BSS receiving
earth stations will be suitable for mass production even with limited control
over dimensions tolerances.

There is a trend of increasing of the number of the submitted to the
ITU-BR RR Appendix 30 Annex 4 BSS systems and consequently
decreasing of the orbital separation between the filed GSO positions that
leads to less opportunity for successful coordination and as a result to
ineffective use of the BSS frequency spectrum-orbital resources and the
access of new satellite operators to them. This situation might be resolved
based on the results of the new design BSS receiving earth station antenna
demonstrating the feasibility to improve the reference antenna pattern of
BSS Region 1 and 3 receiving earth stations and through its improvement to

236



facilitate the coordination procedure and the access to GSO for Region 1
and 3 countries.
Annex 1

Radiation patterns at both polarizations (V and H) in both orthogonal planes at 12 GHz and at
both edge frequencies of the new BSS receiving antenna design frequency band
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HOBA KOHCTPYKIUS HA AHTEHA 3A IPUEMHA CTAHLUA
3A CITBTHUKOBO TEJIEBU3UMOHHO PA3IIPBbCKBAHE
B KU-OBXBATA C IOAOBPEHA TUAT'PAMA HA U3JITBYUBAHE

II. Ilemkoe, E. Anexcanopoea

Pe3ome

B crarusTa e npeacraBeHa pa3paboTKaTa Ha HOBa KOHCTPYKLIMS HAa MaJika
ocer aHTeHa C eNUNTHYHA amNepTypa, CKBHUBAJCHTHA Ha KpbIJla amepTypa C
muamMeTbp okosio 60 cMm, mpemHa3HavYeHa 3a MPUEMHHM 36MHH CTAHIIMKM B OOXBaTa
11.7-12.5 GHz 3a cibTHUKOBO TeneBU3HOHHO pasnpbckBane (BSS). [pencraBenu
ca MEXaHWYHHTE M EJEKTPUYECKH XapaKTePUCTHUKU Ha aHTeHaTa. OCHOBHOTO
Ka4ecTBO Ha aHTEHaTa € MojoOpeHara auarpaMa Ha M3JbYBaHE B PaBHHUHATA Ha
reocranuonapHara cnbTHukoBa opOuta (GSO) B cpaBHEHHE C eTaJlOHHATa
Jirarpama Ha u3J'b4BaHe Ha aHTeHu 3a BSS npuemuu crannmm B Jlombinenue 5 Ha
[punoxenne 30 nHa Mexaynapomauus paguoperiament (RR). Ilo-mobpata
qyarpaMa Ha W3JTbYBaHE 1€ JIONPUHECE 3a HaMalsiBAHE Ha BIMSHHUETO Ha
CMYIIEHUATAa MEXKIy CIOBTHUIM Ha cpaBHUTENHO Omm3ku GSO  mosummm.
CroiiHocTUTE Ha HapaMeTpUTe Ha aHTEHaTa, IMOCTUTHATH B TO3U IPOEKT, Ca B
MoJIKpena Ha HesTa 3a MoJo0psiBaHe Ha eTaJIOHHATA [uarpaMa Ha aHTeHHu 3a BSS
NPUEMHH 3€MHH CTaHIIMHU, KOETO IIe MOBUIIU €()eKTUBHOCTTA NMPU H3IOI3BaHE Ha
YEeCTOTHO-OPOUTAIHUTE PECYpCH B TO3M OOXBAT, HAIIBIHO B CBHOTBETCTBUE C
npusuBa B UYnen 44 na KoHctuTyumsta Ha MexXayHapogHHsS CBIO3 IO
nanekocbobOienus (ITU) u ¢ ocHoBuust npuHnun Ha RR 3a paBHOnpaBeH j0cThil
JI0 YECTOTHHSI CIIEKTHP U Te0CTallMOHApHATa OpOUTa.
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Abstract

The article presents the results from the functional tests of cameras with actuator
for determining of Stokes parameters. The aim of the tests is to investigate the possibility
for the cameras in question to work in the space. Positive results are obtained, which allow
the cameras to be used for measurements in free space.

Introduction

The polarization of light is a process that occurs in interaction of
light waves with matter. According to Maxwell's electromagnetic theory
light waves are electromagnetic (EM) transverse wave: the vibration of the
electric and magnetic vector is carried out in directions perpendicular to the
direction of propagation of light.

The light can be considered as electromagnetic radiation from a large
number of atoms belonging to a given source. Since every atom of the
source emits vibrations independently of the other, in total EM radiation is
characterized by the kinds of equally possible orientations of the electric
vector E, which is also called a light vector.
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In the radiation from majority of sources the direction of the electric
vector is in general not defined but changes continuously and randomly over
extremely short time intervals. Such radiation is called unpolarized or
natural light.

If the light reflected or passed through the dielectric, the electric
vector of light waves can vibrate only in one plane — the so-called full or
linear polarization plate, or, due to a more complex interaction with the
substance, the electric vector vibrates in a sequence that can be illustrated
with a vector rotating spiral with "step” equal to the wavelength A. If during
this rotation the amplitude of the electric field is kept constant in all
directions perpendicular to the direction of propagation, the polarization is
circular. If the amplitude is changed and is different in two orthogonal
directions, the tip of the vector will describe an ellipse and the polarization
is elliptical [1], [2].

Fig. 1. Schematic representation of a linearly (1), a circularly (2) and an
elliptically (3) polarized light

The state of polarization of light is described completely by the four
Stokes parameters, which contain complete information on the intensity, the
extent, and the form of polarization of light. They are real numbers with
dimension of intensity and can be expressed by the Cartesian components of
the electric field (Ex u Ey) by the following equations [3]:
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(1)  1=Sp=1(0°) + 1(90°) = <|Ex>> + <|E,|*>
2 Q=S1=1(0°) - 1(90°) = <|Ex*> - <|E,*>
(3) U=S,=1(45°) - I(135°) = Re<EE,>

(4)  V =S3=Ilrnc— lLne = IM<ExEy>

Where the brackets “< >” indicate averaging over a long time.

The first parameter Sy gives us the total light intensity; S; indicates
the difference between the components of the wave which is horizontally
(+) or vertically (-) polarized; S, indicates the difference between the
components of the wave which is polarized at —45 and +45 degrees; Ss gives
the difference between the circular components with intensities Iruc and
ILnc of right and left rotating polarization.

The polarization state is completely determined by the three ratios
known as relative Stokes parameters:

(5) P1 = 51/50
(6) Pz = SZ/SO

(7) P3 = 53/50

They have possible values between (-1) and (+1).
The following equations are used to calculate the degree of
polarization — the ratio of the polarized light to the total intensity.

Degree of polarization P:

(8)  P=sqrt(Si*+S,” + S5°)/ So
Degree of linear polarization Py
(9)  PL=sqrt (S:%+S9)/ So
Degree of circular polarization Pc:

(10) PC = 83/ So

Pc is positive for right-handed circular polarization and negative for left-
handed circular polarization.
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Experimental measurements and results

The aim of the experimental measurements is the determination of
Stokes parameters and the state of polarization of a light source by using
photodiode and a prototype of the onboard camera.

A He-Ne laser with a wavelength of 633 nm and an output of 5 mW
is used as a light source. A linear polarizer is utilized for the determination
of Stokes parameters and the rotating of the plane of polarization, and a
photodiode and a camera — for measurement the signal. The silica
photodiode with active area size 2.5 x 2.5 mm is mounted in a metal
protective housing and connected to an amplifier. The black/white camera is
selected with high light sensitivity (4.8 V/lux.s), dynamic range >110 dB
and relatively high resolution (752 x 480). It also has the property to
average by hardware (as analogue level) pixels in areas up to 4 x 4 in the
whole frame, which additionally increase the signal to noise ratio.

In order to determine Stokes parameters, a certain sequence of steps
is followed. First, the linear polarizer has to be placed in front of the
photodiode/camera. By rotating of the position of the polarizer at 0 and
180 degrees, the intensity has to be measured and the result to be averaged.
Similar measurements have to be made at 90 and 270 degrees. By these
measurements Sp and S; will be determined. The averaging of the readings
will give a more accurate value. In a similar manner S, has to be determined
with the polarizer at 45 and 135 degrees. By equations (1-4) Stokes
parameters can be calculated.

Three series of measurements were made. Images of the
experimental setup of the first series are shown in Figure 2.

M

linear polarizer

Fig. 2. Experimental setup for measurement Stokes parameters by using He-Ne
laser as a light source
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In this series of experiments, a difficulty in measuring the signal
with the camera occurs. In spite of the use of attenuators, the signal from the
laser was outside the dynamic range of the camera, which prevents the
measurement. This required a change of the light source.

The second series of experiments aimed assembling a setup with a
source light-emitting diode (LED), which emits unpolarized light in the red
range of spectrum and is fitted with a potentiometer for adjusting the
brightness of the light. The experimental setup is shown in Figure 3.

Fig. 3. Experimental setup for measurement Stokes parameters by LED as a light
source: 1) LED, 2) lens system, 3)glass plate,4) polarizer, 5) photodiode chip

The light from the LED passes through a lens system and reaches the
glass plate. The reflected light is polarized, and the state of polarization
depends on the angle of incidence and, repectively, on the angle of
reflection from the plate. [4] After reflection from the plate, the light passes
through a polarizer and falls on the photodiode chip.

The aim of the third series of experiments is to determine Stokes
parameters by LED as a light source and to compare the measurement
results of the camera with those of photodiodes. The following pictures
show the configuration of the experimental setup with a photodiode and a
camera.

In this series of experiments, measurements were divided into several
groups depending on:
e the angle of incidence/reflection of light from the glass plate — 30 and
40 degrees;
e the step of rotating the position of the polarizer — in our case 30 and
45 degrees.

243



Fig. 4. Pictures of the experimental setup for measurement of Stokes parameters by
a photodiode (left side ) and a camera (right side) in source LED

The normalized results from measurements of light intensity using a
photodiode and a prototype of the onboard camera are presented in the
following tables. They are received in a step of rotating the position of the
polarizer 30 degrees (Table 1) and 45 degrees (Table 2) and a reflection
angle of the glass plate 30 degrees.

Table 1. Results of measurements of the intensity of light: step of rotating the
position of the polarizer 30 degree; reflection angle of the glass plate 30 degrees

Experiment 1

deg camera photodiode
30 0.686 0.725
60 0.971 0.992
90 0.948 0.950
120 0.656 0.658
150 0.401 0.400
180 0.425 0.442
210 0.686 0.725
240 0.971 0.992
270 0.948 0.950
300 0.656 0.658
330 0.401 0.400

0 0.425 0.442
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Table 2. Results of measurements of the intensity of light: step of rotating the
position of the polarizer 45 degree; reflection angle of the glass plate 30 degrees

Experiment 1

deg camera photodiode

0 0.640 0.675

45 1.000 1.000

90 0.712 0.700
135 0.365 0.367
180 0.640 0.675
225 1.000 1.000
270 0.712 0.700
315 0.365 0.367

The diagrams below (Figure 5) present the state of polarization of light by
comparing the results of the first two experiments.

Experiment 1/30 deg steps

Fig. 5. Diagram of the state of polarization at step 30 degrees and 45 degrees and
a reflection angle of the glass plate 30 degrees
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The normalized results of the measurements of the light intensity at a
reflection angle of the glass plate 40 degrees are shown in the following
tables. They are received in the step of rotating the position of the polarizer
30 degrees (Table 3) and 45 degrees (Table 4).

Table 3. Results of measurements of the intensity of light: step of rotating the
position of the polarizer 30 degree; reflection angle of the glass plate 40 degrees

Experiment 2

deg camera | photodiode
30 0.757 0.753
60 0.941 0.955
90 1.000 0.981
120 0.815 0.801
150 0.617 0.592
180 0.595 0.573
210 0.757 0.753
240 0.941 0.955
270 1.000 0.981
300 0.815 0.801
330 0.617 0.592

0 0.595 0.573

Table 4. Results of measurements of the intensity of light: step of rotating the
position of the polarizer 45 degree; reflection angle of the glass plate 30 degrees

Experiment 2

deg camera photodiode

0 0.722 0.715
45 0.982 1.000

90 0.825 0.820
135 0.585 0.554
180 0.722 0.715
225 0.982 1.000
270 0.825 0.820
315 0.585 0.554

The following diagrams (Figure 6) present the state of polarization of light
by comparing the results of the last two experiments.
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—e— Camera
—&— Photodiode

Fig. 6. Diagram of the state of polarization at step 30 degrees and 45 degrees and

a reflection angle of the glass plate 40 degrees

Using the experimental results and formulas (1-7) given in the
theoretical part, Stokes parameters So, S; and S; are calculated. Calculations
are made with normalized intensity values. The results are presented in the
following tables. The Experiment 1 corresponds to the case of the reflection
angle of the glass plate 30 degrees and the Experiment 2 — to the case of the

reflection angle of the glass plate 45 degrees.

Table 5. Measurement results and calculated Stokes parameters using a

photodiode
No 10°) | 1(90°) | 1(45°) [ 1(135° | S, S, S, P, P,
)
Exp.1 | 0.675 | 0.700 | 1.000 | 0.367 | 1.375 | -0.025 | 0.633 | -0.018 | 0.460
Exp.2 | 0715 | 0.820 | 1.000 | 0554 | 1.535 | -0.105 | 0.446 | -0.068 | 0.291
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Table 6. Measurement results and calculated Stokes parameters using a
camera

No 1(0°) | 1(90°) [ 1(45°) | 1(135°) | S, S, S P P,

Exp.1 | 0.640 | 0.712 | 1.000 0.365 1.352 -0.072 0.635 | -0.053 | 0.469
Exp.2 | 0.722 | 0.825 | 0.982 0.585 1.547 -0.103 0.397 | -0.067 | 0.257

The percentage difference between the readings of the photodiode
and a Ak camera is calculated on the basis of the data from two different
measurements. The normalized results of the first calculation are shown in
Table 7.

Table 7. Difference between the readings of the camera and the photodiode from
the first measurement

angle | camera | photodiode | difference (%)

0 0.414 0.442 -6.180

30 0.686 0.725 -5.408

60 0.971 0.992 -2.083

90 0.948 0.950 -0.249
120 0.656 0.658 -0.324
150 0.401 0.400 0.358
180 0.425 0.442 -3.797

A difference between the readings of the camera and those of the
photodiode for angles from 0 to 180 degrees is given in the last column of
Table 7.

The percentage difference Ak is given by the formula:

(11) AK = (Imax = Imin)/2

In this case, after the due calculations, we obtain 3.27% for Ak.

The results of the second test are shown in Table 8.

In this case we obtain Ak = 3.46% after calculations.

We can conclude from them that the results received by the camera
coincide with those obtained by photodiode with an accuracy of about 3.5%,
which is evident from the diagrams given in Figures 5 and 6.
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Table 8. Difference between the readings of the camera and the photodiode from
the second measurement

angle camera | photodiode | difference (%)

0 0.604 0.573 5.455

30 0.757 0.753 0.503

60 0.941 0.955 -1.464

90 1.000 0.981 1.908
120 0.815 0.801 1.684
150 0.617 0.592 4.194
180 0.595 0.573 3.759

Illustration of the results from the camera — the change in the
intensity as a function of the angular position of the polarizer (from 0 to 180
degrees) is shown in Figure 7.

0° 30° 60° 90° 120° 150° 180°
Fig. 7. Change in intensity of light as a function of the angular position of the
polarizer

We can conclude from the calculations of Stokes parameters (Table
5 and 6), the diagrams in Figure 5 and 6, and the photos from Figure 7, that
the tested light is elliptically polarized.

Sources of errors in measurements

The magnitude of the error in the experimental measurements
depends both on the accuracy of the instrument and the natural fluctuations
in the values, which can be a result from accidental causes.

Errors in the performed experimental measurements can accumulate
each element presented in the setup: LED, the polarizer, the photodiode and
the camera.

The change of LED’s power can be a source of error. To account this
change, the power was repeatedly measured as a function of time. The
power changed by less than 1% within 120 minutes, which has no
significant influence on the measurements.

The accuracy of measurement of the polarization depends on the
smallest division of the holder, in which the polarizer is placed and by
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which the plane of polarization of the light can be changed. In our case, it is
2 degrees and hence the measurement error is £2°.

The smallest change in measuring by photodiode signal is 0,001 V.
Therefore, the error that can occur is £ 0,001 V. The average dark signal is
0,000 V.

Testing of the camera with actuator in a vacuum. Incorporation of the
equipment for 30 min in a vacuum — 2.10"*mbar

Upon reaching a vacuum value of 2.10°mbar (Figure 8), the
equipment was turned on for checking of its functionality. Deflection in the
power supply and in the operating mode as well as a mechanical
displacement of the cameras were not found.

Fig. 8. Incorporation of the equipment for 30 min in a vacuum - 2.10"mbar

The captured test images show the normal functioning of both cameras
(Figure 9 and 10).

Fig. 9. Test image in vacuum at 2.10” mbar captured without outside backlight
conditions
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Fig. 10. Test image in vacuum at 2.10” mbar captured with outside backlight
condition.

Turning on the equipment for 10 min in a vacuum at 9,4.10° mbar
(Figure 3, 4, 5).

After the completion of the tests described above, the equipment was
turned off without being removed from the thermo-vacuum chamber. The
thermo-vacuum chamber reached a values 9,4.10° mbar for 40 min. After
reaching the maximum values, the equipment was turned on, in order to
explore its functionality. Deflection in the power supply and in the operating
mode as well as a mechanical displacement of the cameras were not found.

The captured test images show the normal functioning of both
cameras (Figure 11, 12, 13).

Fig. 11. Reaching the values 9,4.10°° mbar of vacuum thermo chamber
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Fig. 12. Test image in vacuum at 9,4.10° mbar captured with outside backlight
conditions

Fig .13. Test image in vacuum at 9,4.10° mbar captured with outside backlight
conditions

Conclusion

On the basis of the results obtained from the thermo- and vacuum
tests of the equipment, it can be concluded that it meets the general technical
requirements for operation in a vacuum of a value of 9,4.10° mbar.
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OYHKIIMOHAJIHO TECTBAHE HA KAMEPA CbC
3AIBUKBAHE 3A EKCIIEPUMEHTAJIHO OIIPEAEJISIHE HA
HOJIAPU3ALNUATA HA CBETJIMHATA YPE3 U3MEPBAHE HA
ITAPAMETPUTE HA CTOKC

K. Kenezoe, P. Heokoe, /I. Teooocues, M. Busonapcka,
H. I'eopcues, U. Jlunos, I'. Yamos, C. Anesa

Pe3iome
B Hacrosimata paboTa ca NpeACTaBEHU pPE3yJITaTh OT IMPOBEIACHHU
(GYHKIIMOHATTHN TECTOBE HAa KaMepH ChC 3a/IBIKBAHE, C MOMOIITa HA KOUTO
ce onpenensat napamerpurte Ha Ctokc. [lenra Ha TecToBeTe € 1a ce u3cienBa
BB3MOKHOCTTA 32 paboTa Ha KaMepuTe B yCIIOBHUSATA Ha OTKPUTHUS KOCMOC.
[TomyuenuTe pe3ynraTd ca MOJOXXKHTEIHHU, KOSTO JlaBa BB3MOXKHOCT T€ Ja
6’bI[aT M3I10JI3BAHU HpI/I I/ISMepBaHI/IH B yCJIOBI/ISI Ha OTKpI/IT KOCMOC.
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In memoriam

80th Anniversary of the birth and 10th death anniversary
of acad. Dimitar Mishev

Academician prof. Dimitar Mishev was one of the
most  distinguished Bulgarian world acknowledged
scientists. He was renowned both as one of the creators of
Bulgarian TV network and as a pioneer of space research
and initiator of remote sensing in Bulgaria.

Professor Mishev contributed significantly to the
development of different fields of space researches in
Bulgaria, including image processing, remote sensing of the
Earth, investigation of spectral characteristics of natural
formations, sensors and systems for remote sensing of the
Earth and planets, telecommunication systems.

A person with international reputation, Dimitar
Mishev was promoting every kind of international cooperation with exceptional
enthusiasm.

Dimitar Mishev authored and co-authored more than 300 publications in scientific
journals and 35 books, dictionaries and manuals. He was holder of 66 Bulgarian,
French and Russian patents.

He was a member of the Bulgarian Academy of Sciences, International Academy
of Astronautics, Scientific Council of the Nansen International Environmental Remote
Sensing Center, International EuroAsien Academy of Sciences, International
Engineering Academy, and member of many scientific councils in Bulgaria.

He was editor of chief or member of the editorial board of many scientific
journals, including “Aerospace Research in Bulgaria”.

He was teaching in four Bulgarian universities, a tutor and supervisor of 22 Ph.D.
students and over 150 Sc. students.

In 1990 Professor Mishev founded the Solar-Terrestrial Influences Laboratory at
the Bulgarian Academy of Sciences and was its Director till his unforeseen death.

Dimitar Mishev was holder of the highest Bulgarian medal for science - "Cyril
and Methodius 1"; award of the International Academy of Astronautics Section 1
"Basic Sciences"; the biggest Bulgarian Academy of Sciences award for 1998 for his
book "Television in Bulgaria - Facts and Documents"; the basic sciences award “For
Significant and Lasting Contributions to the Advancement of the Astronautical
Sciences”, International Academy of Sciences, Toulouse, France 2001; First annual
award of the Ministry of Education and Science “For outstanding science
contribution”, Sofia, December 2002.

He made many friends during his career. He put a deep imprint on the lives of
those who were lucky to work with him. We greatly miss his bright intellect and warm
spirit.
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